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Abstract

Let k be a field of characteristic p 6= 2. Let Φ be a finite, indecomposable root system,
G the simple, simply-connected algebraic group over k having root system Φ, and g =
Lie(G). Let Uζ(g) denote the Lusztig (divided power) quantized enveloping algebra
corresponding to g, with parameter q specialized to a primitive `-th root of unity
ζ ∈ k. The Frobenius–Lusztig kernels Uζ(Gr) of Uζ(g) are certain finite-dimensional
Hopf subalgebras of Uζ(g) that play a role in the (integrable) representation theory
of Uζ(g) analogous to the role played by the Frobenius kernels Gr of G in the rational
representation theory of G. If r = 0, then Uζ(Gr) = uζ(g), the “small” quantum
algebra discovered by Lusztig [48, 49]. The higher Frobenius–Lusztig kernels of Uζ(g)
(i.e., those parametrized by values r ≥ 1) exist only if p > 0.

The goal of this dissertation is to study the cohomology of the Frobenius–Lusztig
kernels of Uζ(g) when p > 0. Our strategy parallels the characteristic zero work of
Ginzburg and Kumar [30] and of Bendel, Nakano, Parshall and Pillen [9], as well as
the earlier work on Frobenius kernels of algebraic groups by Friedlander and Parshall
[27] and Andersen and Jantzen [2]. For r = 0, we show (in most cases) that the
cohomology H•(uζ(g), k) of uζ(g) is isomorphic as a G-module to the induced module
indGPJ S

•(u∗J) (for some subset J of simple roots depending on `). If additionally ` ≥ h,
h the Coxeter number of g, then H•(uζ(g), k) is isomorphic as an algebra to k[N ],
the coordinate ring of the variety of nilpotent elements in g. For r = 1, we show
(under certain restrictions on `, p, and Φ) that the cohomology ring H•(Uζ(G1), k) is
Noetherian. For arbitrary r ≥ 1, we show that the cohomology rings H•(Uζ(Ur), k)
and H•(Uζ(Br), k) for the “nilpotent” and Borel subalgebras Uζ(Ur) and Uζ(Br) of
Uζ(Gr) are also Noetherian.
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Chapter 0

Introduction

Quantized enveloping algebras (also called quantum algebras or quantum groups)
were introduced independently by Drinfel’d [23] and Jimbo [38] around 1985 as a
tool to find solutions to the quantum Yang-Baxter equation, an equation from the
field of statistical mechanics. The quantum algebra Uk(g) with parameter q (an
indeterminate) associated to the simple Lie algebra g is a k(q)-algebra, defined, loosely
speaking, as a “q-deformation” of the universal enveloping algebra of g. Following
Lusztig [49], one can specialize the parameter q to a unit ζ in the (arbitrary) field k
of characteristic p ≥ 0 by first defining an integral Z[q, q−1]-form in Uk(g), and then
extending scalars to k. The resulting Hopf algebra is denoted by Uζ(g).

The representation theory of Uζ(g) depends greatly on the chosen parameter ζ ∈ k.
We are interested in the case when ζ ∈ k is a primitive `-th root of unity, with ` odd
and coprime to 3 if the root system Φ of g has type G2. In this case, the (integrable)
representation theory of Uζ(g) closely resembles the rational representation theory
of the simple, simply-connected algebraic group G over k having root system Φ.
Many authors have successfully exploited this strong connection in order to study the
structure and representation theory of the quantum algebra Uζ(g); see, for example,
[5, 6, 9, 30] and others. The goal of this dissertation is to exploit connections between
algebraic groups and quantized enveloping algebras in order to study the cohomology
of certain finite-dimensional Hopf-subalgebras of Uζ(g), called the Frobenius–Lusztig
kernels of Uζ(g).

In 1993, Ginzburg and Kumar [30] computed the structure of the cohomology ring
H•(uζ(g),C) for the Frobenius–Lusztig kernel uζ(g) of Uζ(g), assuming ζ ∈ C to be
a primitive `-th root of unity with ` > h (h the Coxeter number of Φ). In exact
analogy to the earlier work of Friedlander and Parshall [28] and of Andersen and
Jantzen [2] on the cohomology of the first Frobenius kernel G1 of G, Ginzburg and
Kumar proved the existence of a graded G-algebra isomorphism between H•(uζ(g),C)
and the coordinate ring C[N ] of the nilpotent variety N ⊂ g. In particular, N being
an affine variety, Ginzburg and Kumar showed that H•(uζ(g),C) is a Noetherian ring.
Kazhdan and Verbitsky [40] independently reached this same qualitative conclusion
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around the same time, albeit only for ` an odd prime, via a more direct comparison of
H•(uζ(g),C) with H•(G1,F`), which was known to be finitely-generated by the work
of Friedlander and Parshall [27]. More recently, Bendel, Nakano, Parshall and Pillen
[9] have extended the computation of H•(uζ(g),C) to small values of `, proving in
most cases the existence of a G-module isomorphism between H•(uζ(g),C) and the
coordinate ring of a nilpotent subvariety of N . A principal goal of this dissertation
is to extend the above characteristic zero cohomology calculations for uζ(g) to fields
k of positive characteristic.

The case char(k) > 0 is of special interest in part because it has received less atten-
tion in the literature than the char(k) = 0 case, but also because of the appearance
of certain finite-dimensional Hopf-subalgebras Uζ(Gr) (r ≥ 1) in Uζ(g), the higher
Frobenius–Lusztig kernels of Uζ(g), which do not exist in characteristic zero. These
finite-dimensional Hopf algebras play a role in the positive characteristic (integrable)
representation theory of Uζ(g) analogous to the role played by the Frobenius kernels
Gr of G in the rational representation theory of G. A second principal motivation for
this dissertation is the desire to generalize to the Uζ(Gr) certain classical cohomolog-
ical finite-generation results (e.g., [27, Theorem 1.11] and [29, Theorem 1.1]) that are
well-known for the Gr.

0.1 Summary of main results

Chapter 1 provides an overview of the theory of quantized enveloping algebras as
needed for this dissertation, including basic definitions, PBW-bases, and a brief sum-
mary of the integrable representation theory of Uζ(g). The material here is standard,
and most of it can be found in [5] and [36].

Chapters 2 and 3 establish the necessary preliminary results for the cohomology
calculations of Chapters 4 and 5. We begin in Chapter 2 by discussing the cohomology
of an augmented algebra A with fixed normal subalgebra B. If A is right B-flat and
if V is an A-module, it is well-known that the cohomology groups H•(B, V ) admit
natural A-module structures extending the natural action of A on V B [30, Lemma
5.2.1]. More generally, we show in Theorem 2.11 that if H is a Hopf algebra acting
compatibly on A, B, and V , then H•(B, V ) admits a natural H-module structure.
Some care is required in defining the notion of a compatible H-module structure: we
require that A be a right H-module algebra, that B be a right H-submodule of A,
and that V be a left H-module satisfying a certain compatibility condition (which is
automatically satisfied if H = A). As special cases of Theorem 2.11, we obtain a new
description for the action of A on H•(B, V ) whenever A is itself a Hopf algebra (see
Example 2.16), and an easy proof of [30, Lemma 5.2.2] (which describes the action of
A on H•(B, k) in terms of derivations).

Chapter 2 culminates with Theorem 2.24, which states that the Lyndon–Hoch-
schild–Serre spectral sequence relating the cohomology of A and B admits the struc-
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ture of an H-module spectral sequence whenever A, B, and the coefficient module V
admit compatible H-module structures. Theorem 2.24 is used in Chapter 4 in order
to inductively compute the module structure of certain cohomology groups.

Chapter 3 is devoted to showing that the algebras considered in Chapters 4 and
5 satisfy the flatness and compatible action hypotheses of Chapter 2. Some of the
results in Chapter 3 are already well-known if char(k) = 0; with some extra work, we
are able to apply base-change arguments in order to show that they hold over fields
of (almost) arbitrary characteristic.

We begin in §3.1 by stating an integral version of a commutation formula originally
observed by Levendorskii and Soibelman (and note some incorrect statements of the
formula appearing in the literature). Next, in §3.2 we define the De Concini–Kac
integral form UA(g) ⊂ Uk(g), and the De Concini–Kac quantum algebra Uζ(g). The
most important content Chapter 3 is in §3.3, where we show that the (right) adjoint
action of Uk(g) on itself induces an action of Uζ(g) on the Frobenius–Lusztig kernel
uζ(g) of Uζ(g), as well as actions of the parabolic subalgebra Uζ(pJ) ⊂ Uζ(g) on the
“nilpotent” subalgebra Uζ(uJ) ⊂ Uζ(g) and the central subalgebra ZJ ⊂ Uζ(uJ). This
establishes the existence of compatible Hopf algebra actions for Uζ(g) and Uζ(pJ) in
the sense of Chapter 2. Most of the results in §3.3 are obtained via base-change from
the “integral” adjoint action result of Proposition 3.12.

In Chapter 4 we apply the results of Chapters 2 and 3 in order to compute the
structure of the cohomology ring H•(uζ(g), k). Our strategy is essentially the same as
that utilized in [9] for the characteristic zero case, though since we are interested in
generalizing the results of [9] to positive characteristics, our arguments are occasion-
ally different. For example, if char(k) = 0, then [5, Theorem 9.12] and [4, Corollary
4.5] state that the Steinberg module St` is injective for Uζ(g), hence that the category
of finite-dimensional Uζ(g)-modules contains enough injectives, and every injective
uζ(g)-module is the restriction of an injective Uζ(g)-module. But if char(k) > 0, then
St` is not injective for Uζ(g), so one must invoke Proposition 4.12 and Lemma 2.1
in order to conclude that resolutions of finite-dimensional Uζ(g)-modules by injective
Uζ(g)-modules are automatically resolutions by injective uζ(g)-modules. The results
in Chapter 4 are also occasionally less sharp than those in [9]. For example, due to the
failure of the Grauert–Riemenschneider vanishing theorem in positive characteristics,
we must assume as hypotheses certain algebraic group cohomological vanishing con-
ditions that are known if char(k) = 0, but which are as yet unproved if char(k) > 0.

The main results of Chapter 4 are Theorem 4.21 and Corollary 4.23, which state
(under certain assumptions on ` and p) that the cohomology H•(uζ(g), k) vanishes
in odd degree, and in even degree there exists a graded G-module isomorphism
H2•(uζ(g), k) ∼= indGPJ S

•(u∗J). Moreover, if ` ≥ h, then H2•(uζ(g), k) ∼= indGB S
•(u∗)

as algebras, and if k is algebraically closed, then H2•(uζ(g), k) can be identified with
k[N ], the coordinate ring of the variety of nilpotent elements in g. This generalizes the
characteristic zero calculations of Ginzburg and Kumar [30] and of Bendel et al. [9],
as well as the classical results of Friedlander and Parshall [28] and of Andersen and
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Jantzen [2] on the cohomology of Frobenius kernels of algebraic groups.
Chapter 5 generalizes the results of Chapter 4 in two directions. First, in §5.1 we

study the cohomology of the higher Frobenius–Lusztig kernels Uζ(Ur) of the “nilpo-
tent” subalgebra Uζ(u) ⊂ Uζ(g). After carefully analyzing the cohomology of an
associated graded algebra in Propositions 5.3 and 5.4, we obtain in Theorem 5.6, for
any finite-dimensional Uζ(Ur)-module M , that the cohomology group H•(Uζ(Ur),M)
is finitely-generated over the Noetherian ring H•(Uζ(Ur), k). Analogous results are
obtained simultaneously for the higher Frobenius–Lusztig kernels Uζ(Br) of the Borel
subalgebra Uζ(b) ⊂ Uζ(g). This generalizes the classical result of Friedlander and
Parshall on cohomology for Frobenius kernels of unipotent and solvable algebraic
groups [27, Proposition 1.12].

Next, in §§5.2–5.3 we study the restriction maps H•(uζ(b
′), k)→ H•(uζ(b), k) and

H•(uζ(g
′), k)→ H•(uζ(g), k) corresponding to an inclusion of root systems Φ′ ⊂ Φ. If

` ≥ h, then under the identifications H•(uζ(b), k) ∼= S•(u∗) and H•(uζ(g), k) ∼= k[N ]
of Corollary 4.20 and Corollary 4.23, the restriction maps are simply the restriction
of functions. This realization is put to good effect in §5.4, where we show, under
certain restrictions on p, `, and Φ, that Theorems 4.24 and 5.6 generalize to the
higher Frobenius–Lusztig kernel Uζ(G1) of Uζ(g), that is, given a finite-dimensional
Uζ(G1)-module M , the cohomology group H•(Uζ(G1),M) is finitely-generated over
the Noetherian ring H•(Uζ(G1), k).

Appendix A provides a brief summary of results concerning the coordinate ring
k[N ] of the nilpotent variety N ⊂ g when char(k) is good for G, while Appendix B
summarizes certain fundamental results on the irreducible representations of the
higher Frobenius–Lusztig kernels Uζ(Gr) of Uζ(g).

0.2 Notational conventions

In this paper we assume all rings to be associative and with unit. By an augmented
algebra over k we mean a k-algebra A equipped with a k-algebra homomorphism
ε : A → k, called the counit or augmentation map. Denote the kernel of ε by Aε.
We say that a subalgebra B of A is a normal subalgebra of A if the left ideal in A
generated by Bε := ker ε|B is also a right ideal in A. (Many authors define B to be
normal in A if ABε = BεA; we have followed the convention of Cartan and Eilenberg
[14, XVI.6] in adopting the less restrictive definition. If A and B are Hopf algebras
with bijective antipode, then our definition implies the more restrictive equality.) If
B is a normal subalgebra of A, write A//B to denote the quotient A/(ABε). Given a
left A-module V , define the cohomology group H•(A, V ) by H•(A, V ) := Ext•A(k, V ).
(The A-module structure on k is defined by ε : A→ k.)

In this paper we use the symbol N to denote the set of all non-negative integers.
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Chapter 1

Quantized enveloping algebras

In this chapter we recall the definition and basic properties of the quantized enveloping
algebra Uk(g) and its specialization Uζ(g). Our primary references are [3, 5, 36, 49].

1.1 Definitions

Let Φ be a finite, irreducible root system. Fix a set Π = {α1, . . . , αn} of simple
roots in Φ, and let Φ+ (resp. Φ−) denote the corresponding set of positive (resp.
negative) roots in Φ. Let ZΦ denote the root lattice of Φ, X the weight lattice of
Φ, and X+ ⊂ X the subset of dominant weights. Let W denote the Weyl group of
Φ. It is generated by the simple reflections {sα : α ∈ Π}. The root system Φ spans
a real vector space E, possessing a positive definite, W -invariant inner product (·, ·),
normalized so that (α, α) = 2 if α ∈ Φ is a short root.

Let v be an indeterminate over Z. For a ∈ Z, put

[a] =
va − v−a

v − v−1
∈ Z[v, v−1].

Recall that the Gaussian binomial coefficients are defined for a ∈ Z and n ∈ N by[
a

n

]
=

[a][a− 1] · · · [a− n+ 1]

[1][2] · · · [n]

if n > 0, and by [
a

0

]
= 1.

Define [a]! for a ∈ N by setting [a]! = [a][a − 1] · · · [2][1] if a > 0, and by setting
[0]! = 1. Then for all a ≥ n ≥ 0, we have[

a

n

]
=

[a]!

[n]![a− n]!
.
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There exists an involutory automorphism of Z[v, v−1] mapping v 7→ v−1. Denote
it by x 7→ x. Then clearly [a] = [a] for all a ∈ Z. One can show that the Gaussian
binomial coefficients are all elements of Z[v, v−1]. It follows then that they too are
invariant under the map x 7→ x.

Let k be a field of characteristic p 6= 2. Assume moreover that p 6= 3 if Φ is of type
G2. Let q be an indeterminate over k. For α ∈ Π, set qα = qdα , where dα = (α, α)/2.
Then dα ∈ {1, 2, 3}. For a ∈ Z and n ∈ N, define

[a]α and

[
a

n

]
α

to be the images in k[q, q−1] of the corresponding elements in Z[v, v−1] under the
unique ring homomorphism Z[v, v−1]→ k[q, q−1] with v 7→ qα.

Let gC denote the simple, complex Lie algebra with root system Φ. Then gC
admits a Chevalley basis (as defined, e.g., in [35, §25.2]). Let g = gk denote the
Lie algebra over k obtained via base change from a Chevalley basis for gC. Then
g ∼= Lie(G), the Lie algebra of the simple, simply-connected algebraic group G over
k of the same Lie type as Φ (cf. [10, §3.3] or [59, Remark, p.50]).

Definition 1.1. The quantized enveloping algebra Uk = Uk(g) is the k(q)-algebra
with generators {Eα, Fα, Kα, K

−1
α : α ∈ Π} and relations (for all α, β ∈ Π)

KαK
−1
α = 1 = K−1

α Kα, KαKβ = KβKα (1.1.1)

KαEβK
−1
α = q(α,β)Eβ, (1.1.2)

KαFβK
−1
α = q−(α,β)Fβ, (1.1.3)

EαFβ − FβEα = δαβ
Kα −K−1

α

qα − q−1
α

, (1.1.4)

where δαβ is the Kronecker delta, and (for α 6= β)

1−aαβ∑
s=0

(−1)s
[
1− aαβ

s

]
α

E
1−aαβ−s
α EβE

s
α = 0, (1.1.5)

1−aαβ∑
s=0

(−1)s
[
1− aαβ

s

]
α

F
1−aαβ−s
α FβF

s
α = 0, (1.1.6)

where aαβ ∈ Z is defined by aαβ = (β, α∨) := 2(β, α)/(α, α).

Remark 1.2.

(1) In the literature, the algebra Uk(g) is typically only defined for char(k) = 0; we
have followed the convention of [36] in permitting (almost) arbitrary fields.
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(2) The algebra Uk(g) is naturally ZΦ-graded if we assign Eα to have degree α, Kα

and K−1
α to each have degree zero, and Fα to have degree −α. Given µ ∈ ZΦ,

the µ-graded component Uk,µ of Uk is precisely the µ-weight space in Uk for the
(left) adjoint action of U0

k on Uk; see Example 2.6 and §3.3 for details.

As usual, we let U+
k denote the subalgebra of Uk generated by {Eα : α ∈ Π}, we

let U−k denote the subalgebra of Uk generated by {Fα : α ∈ Π}, and we let U0
k denote

the subalgebra of Uk generated by {Kα, K
−1
α : α ∈ Π}. Then the multiplication in Uk

induces vector space isomorphisms U+
k ⊗ U0

k ⊗ U−k
∼→ Uk

∼← U−k ⊗ U0
k ⊗ U+

k , and U0
k

admits a basis consisting of all monomials {Kµ : µ ∈ ZΦ}, where Kµ =
∏

α∈Π K
nα
α if

µ =
∑

α∈Π nαα [36, Theorem 4.21]. Bases for U+
k and U−k are described in §1.2.

The quantized enveloping algebra Uk(g) admits the structure of a Hopf algebra,
with comultiplication ∆, counit ε, and antipode S satisfying (for each α ∈ Π)

∆(Eα) = Eα ⊗ 1 +Kα ⊗ Eα, ε(Eα) = 0, S(Eα) = −K−1
α Eα,

∆(Fα) = Fα ⊗K−1
α + 1⊗ Fα, ε(Fα) = 0, S(Fα) = −FαKα, (1.1.7)

∆(Kα) = Kα ⊗Kα, ε(Kα) = 1, S(Kα) = K−1
α .

Evidently, Uk(g) is neither commutative nor cocommutative as a Hopf algebra.

Lemma 1.3.

(1) There exists a unique k(q)-algebra automorphism ω of Uk(g) with ω(Eα) = Fα,
ω(Fα) = Eα, and ω(Kα) = K−1

α . One has ω2 = id.

(2) There exists a unique k-algebra anti-automorphism κ of Uk(g) with κ(Eα) = Fα,
κ(Fα) = Eα, κ(Kα) = K−1

α , and k(q) = q−1. One has κ2 = id.

Proof. One must check that the images of the generators satisfy the defining relations
for Uk(g). This is clear from Definition 1.1.

We can twist the Hopf algebra structure maps (∆, ε, S) for Uk(g) by the automor-
phism ω, in order to obtain a new set of Hopf algebra structure maps for Uk(g),

(∆, ε, S) = (ω ⊗ ω ◦∆ ◦ ω, ε, ω ◦ S ◦ ω),

satisfying

∆(Eα) = 1⊗ Eα + Eα ⊗Kα, ε(Eα) = 0, S(Eα) = −EαK−1
α ,

∆(Fα) = Fα ⊗ 1 +K−1
α ⊗ Fα, ε(Fα) = 0, S(Fα) = −KαFα, (1.1.8)

∆(Kα) = Kα ⊗Kα, ε(Kα) = 1, S(Kα) = K−1
α .

We will investigate the twisted Hopf algebra structure for Uk(g) in §3.3.
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Now set A = Z[q, q−1] to be the ring of Laurent polynomials over Z in the inde-
terminate q. Let UA denote the A-subalgebra of UQ(g) generated by{

E(m)
α , F (m)

α , Kα, K
−1
α : m ≥ 0, α ∈ Π

}
,

where the divided powers E
(m)
α , F

(m)
α ∈ UQ(g) are defined by E

(m)
α = Em

α /[m]!α, F
(m)
α =

Fm
α /[m]!α. Then UA is a Hopf-subalgebra of UQ(g). It is an A-form for UQ(g) [49,

Theorem 6.7(d)]. If A is a commutative algebra admitting the structure of a left
A-module, then we set UA = UA ⊗A A .

Remark 1.4.

(1) In this paper, the symbol U will always denote a quantized enveloping algebra
defined over a rational function field, while the symbol U will always denote an
algebra (or the quotient of such an algebra) obtained via base change from the
divided power integral form UA.

(2) We use the symbols E
(m)
α , F

(m)
α , Kα, K

−1
α , etc., to denote the corresponding ele-

ments of UA as well as their images in the various specializations UA . We trust
that our meaning will be clear from the context.

It is easy to see that Uk(g) ∼= Uk(q). Indeed, there exists a canonical surjective
algebra homomorphism Uk(g)� Uk(q) mapping the generators for Uk(g) to the corre-
sponding elements in Uk(q). The algebras Uk(g) and Uk(q) each admit PBW-type bases
as in §1.2 (cf. [36, §8.24] and [49, Theorem 6.7]), and the canonical map Uk(g)� Uk(q)

takes the PBW-basis for Uk(g) to the PBW-basis for Uk(q), hence is an isomorphism.
Now set B = k[q, q−1]. The ring B admits an obvious left A-module structure.

Under the identification Uk(g) ∼= Uk(q), the subalgebra UB = UA ⊗A k[q, q−1] of Uk(q)

is the B-subalgebra of Uk(g) generated by the subset{
E(m)
α , F (m)

α , Kα, K
−1
α : m ≥ 0, α ∈ Π

}
⊂ Uk(g).

Given a unit ζ ∈ k×, we get an A-module structure on k by specializing q 7→ ζ.
In this paper we typically assume ζ to be a primitive `-th root of unity in k, with the
following assumption on `:

Assumption 1.5. Assume ` be be an odd positive integer that is coprime to 3 if Φ
has type G2. Assume moreover that ` is not a bad prime for Φ. (See §A.1 for a list
of the bad primes corresponding to each irreducible root system.)

Definition 1.6. Let ζ ∈ k× be a primitive `-th root of unity. Assume that ` satisfies
the conditions of Assumption 1.5. Define Uk = UA⊗Ak, where the A-module structure
on A is obtained via the ring homomorphism Z[q, q−1] → k with q 7→ ζ, and define
Uζ = Uζ(g) to be the quotient of Uk by the two-sided ideal 〈K`

α ⊗ 1− 1⊗ 1 : α ∈ Π〉,
that is,

Uζ = Uζ(g) := Uk/〈K`
α ⊗ 1− 1⊗ 1 : α ∈ Π〉.
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In Definition 1.6, we could have equivalently defined the algebra Uk via Uk =
UB⊗B k. The algebras Uk and Uζ are Hopf algebras, with structure maps induced by
those of Uk(g). For each α ∈ Π we have in Uk the relations E`

α = F `
α = K2`

α − 1 = 0.

If p > 0, then we additionally have (E
(pi`)
α )p = (F

(pi`)
α )p = 0 in Uk for all i ≥ 0. The

algebras Uk and Uζ are then generated as algebras by the set{
Eα, E

(pi`)
α , Fα, F

(pi`)
α , Kα : α ∈ Π, i ≥ 0

}
, (1.1.9)

where by convention we set 00 = 1 if p := char(k) = 0.

Definition 1.7. Define uk = uk(g) to be the subalgebra of Uk generated by

{Eα, Fα, Kα : α ∈ Π} , (1.1.10)

and define uζ = uζ(g) to be the image of uk in Uζ under the natural projection map
Uk � Uζ . We call uζ(g) the Frobenius–Lusztig kernel of Uζ(g).

The algebras uk and uζ are finite-dimensional Hopf algebras, with Hopf algebra
structure maps inherited from Uk. We have dimuζ = `dim(g).

Let U(gC) denote the universal enveloping algebra of the complex Lie algebra gC.
Fix a Chevalley basis {Xα, α ∈ Φ;hi, 1 ≤ i ≤ n} for gC. The Kostant Z-form U(gC)Z
of U(gC) is the Z-subalgebra of U(gC) generated by the set of divided powers{

X(n)
α := Xn

α/(n!) : α ∈ Φ, n ∈ N
}
.

We have ∆(X
(n)
α ) =

∑n
i=0X

(i)
α ⊗ X(n)

α and S(X
(n)
α ) = (−1)nX

(n)
α (recall that U(gC)

is a Hopf algebra), so U(gC)Z is also a Hopf algebra. Now set hy(G) = U(gC)Z ⊗Z k.
The algebra hy(G) is called the hyperalgebra of G. (The algebra hy(G) is also known
as the algebra of distributions on G, and denoted by Dist(G); see [37, I.7, II.1.12] for
details.) It inherits from U(gC) the structure of a cocommutative Hopf algebra. The
category of rational G-modules is naturally isomorphic to the category of locally finite
hy(G)-modules [60]. If k = C, then hy(G) ∼= U(gC), though in general the structure
of hy(G) is more complicated.

The finite-dimensional Hopf algebra uζ(g) defined above is a normal subalgebra
of Uζ (the normality condition can be checked, for example, using [49, Lemma 8.5],
and then a base-change argument if char(k) 6= 0). We have Uζ//uζ ∼= hy(G) as Hopf
algebras. The quotient map Fr : Uζ � hy(G) is induced by the Frobenius morphism
discovered by Lusztig in [49, §§8.10–8.16]. (This explains the terminology “Frobenius–
Lusztig kernel.”) Given a hy(G)-module M , denote by M [1] the Uζ-module obtained
by pulling back the hy(G)-module structure on M to Uζ via Fr. Conversely, if N is
Uζ-module on which uζ acts trivially, then N = M [1] for some hy(G)-module M .

If p := char(k) > 0, then hy(G) is a directed union of finite-dimensional Hopf-
subalgebras hy(Gr) (r ≥ 1). The algebra hy(Gr) is the hyperalgebra of Gr, the r-th
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Frobenius kernel of G. As a subalgebra of hy(G) = U(gC)Z ⊗Z k, hy(Gr) is generated
by the set {

X(n)
α ⊗ 1 : α ∈ Φ, 1 ≤ n < pr

}
.

If p > 0, then there exist corresponding finite-dimensional Hopf-subalgebras in Uζ(g).

Definition 1.8. Assume p := char(k) > 0, and fix r ∈ N. Define Uζ(Gr) to be the
(finite-dimensional) Hopf-subalgebra of Uζ(g) generated by{

Eα, E
(pi`)
α , Fα, F

(pi`)
α , Kα : α ∈ Π, 0 ≤ i ≤ r − 1

}
. (1.1.11)

We call Uζ(Gr) the r-th Frobenius–Lusztig kernel of Uζ(g).

Note that Uζ(Gr) = uζ(g) if r = 0. For convenience of notation, set

Uζ(Gr) = Uζ(g) if r =∞.

Collectively, we refer to the algebras Uζ(Gr) (r ≥ 1) as the higher Frobenius–Luszig
kernels of Uζ(g). We have Fr(Uζ(Gr)) = hy(Gr) for all r ≥ 1.

1.2 Root vectors and distinguished subalgebras

For each α ∈ Π, Lusztig has defined an automorphism Tα of Uk [49]. We follow the
notation of [36, Chapter 8]. Given α ∈ Π, the automorphism Tα satisfies the following
relations (for β ∈ Π, β 6= α, and r = −(β, α∨)):

Tα(Kµ) = Ksα(µ) for all µ ∈ ZΦ, (1.2.1)

Tα(Eα) = −FαKα, (1.2.2)

Tα(Fα) = −K−1
α Eα, (1.2.3)

Tα(Eβ) =
r∑
i=0

(−1)iq−iα E
(r−i)
α EβE

(i)
α , (1.2.4)

Tα(Fβ) =
r∑
i=0

(−1)iqiαF
(i)
α FβF

(r−i)
α . (1.2.5)

The automorphisms Tα satisfy the braid relations for W , hence if w = sβ1 · · · sβn is
a reduced expression for w ∈ W in terms of simple reflections sβi ∈ W (βi ∈ Π), then
Tw := Tβ1 · · ·Tβn is a well-defined automorphism of Uk, independent of the particular
reduced expression for w ∈ W .

Let w0 ∈ W denote the longest word in W , and fix a reduced expression w0 =
sβ1 · · · sβN . (So N = |Φ+|.) Set γ1 = β1, and, for 1 < i ≤ N , set γi = sβ1 · · · sβi−1

(βi).
Then Φ+ = {γ1, . . . , γN}. This is the convex ordering of the roots in Φ+ corresponding
to the chosen reduced expression for w0 (i.e., given 1 ≤ i < j ≤ N , if γi + γj = γk,
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then i < k < j; cf. [20, Proposition 8.2]). We can define a linear order ≺ on Φ+ by
α ≺ β if α = γi, β = γj, and i < j.

For γ = γi ∈ Φ+, define the root vector Eγ ∈ Uk by

Eγ = Eγi := Tβ1 · · ·Tβi−1
(Eβi)

Then Eγ ∈ U+
k , and if γ ∈ Π, then this expression equals the original generator

Eγ ∈ Uk(g) [36, Proposition 8.20].
The antiautomorphism κ of Uk(g) defined in Lemma 1.3 commutes with the au-

tomorphisms Tα (i.e., κ ◦ Tα = Tα ◦ κ for each α ∈ Π). Given γ ∈ Φ+, define the root
vector Fγ ∈ U−k by

Fγ = Fγi := κ(Eγi) = Tβ1 · · ·Tβi−1
(Fβi) .

Since κ(U+
k ) = U−k , we have Fγ ∈ U−k , and if γ ∈ Π, then this expression equals the

original generator Fγ ∈ Uk(g).
Let m = (m1, . . . ,mN) ∈ NN . Define Em ∈ U+

k by Em = Em1
γ1
· · ·EmN

γN
. Then the

monomials
{
Em : m ∈ NN

}
constitute a PBW-type basis for the subalgebra U+

k of

Uk [36, Theorem 8.24]. Defining the divided power E
(m)
γ ∈ U+

k by

E(m)
γ = Tβ1 · · ·Tβi−1

(E
(m)
βi

),

the corresponding monomials of divided powers
{
E(m) : m ∈ NN

}
form an A-basis

for the algebra U+
A , hence also a B-basis for U+

B and k-bases for U+
k and U+

ζ [49,

Theorem 6.7(d)]. (The k-algebras U+
k and U+

ζ are isomorphic.) Application of the

antiautomorphism κ gives analogous results for the algebras U−k , U
−
A , U

−
B , U

−
k , U

−
ζ .

For α ∈ Π, n ∈ N and a ∈ Z, define[
Kα; a

n

]
=

n∏
i=1

Kαq
a−i+1
α −K−1

α q
−(a−i+1)
α

qiα − q−iα
.

(If n = 0, set the right side of the above expression equal to 1.) Then U0
A admits an

A-basis consisting of all monomials∏
α∈Π

(
Kδα
α

[
Kα; 0

nα

])
with nα ∈ N and δα ∈ {0, 1} [49, Theorem 6.7(c)]. Combining this with the previously
mentioned A-bases for U+

A and U−A , we obtain the following A-basis for UA:{
F (r)

∏
α∈Π

(
Kδα
α

[
Kα;0
nα

])
E(s) : r, s ∈ NN , nα ∈ N, δα ∈ {0, 1}

}
. (1.2.6)

Given a subset J ⊆ Π, let ΦJ = Φ∩ZJ denote the corresponding subroot system
of Φ, and let WJ = 〈sα : α ∈ J〉 denote the corresponding subgroup of W . Let
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w0,J ∈ WJ denote the longest word in WJ . We can choose a reduced expression for
w0 beginning with one for w0,J , say, w0 = w0,JwJ for some reduced word wJ ∈ W
satisfying `(w0) = `(w0,J) + `(wJ). Set M =

∣∣Φ+
J

∣∣. Then {γ1, . . . , γM} lists the
positive roots in Φ+

J , and {γM+1, . . . , γN} lists the remaining positive roots in Φ+.
Fix J ⊆ Π, and consider the corresponding standard Levi and parabolic sub-

algebras lJ and pJ = lJ ⊕ uJ of g. There exist corresponding subalgebras Uk(lJ)
and Uk(pJ) of Uk(g). Specifically, Uq(lJ) is the subalgebra of Uk(g) generated by
{Eα, Fα : α ∈ J} ∪ {Kα, K

−1
α : α ∈ Π}, and Uq(pJ) is the subalgebra of Uk(g) gener-

ated by {Eα : α ∈ J} ∪ {Fα, Kα, K
−1
α : α ∈ Π}. Taking divided powers and specializ-

ing q 7→ ζ, we obtain the subalgebras Uζ(lJ), Uζ(pJ), uζ(lJ) and uζ(pJ) of Uζ . Note
that U0

ζ ⊂ Uζ(lJ). Applying the Frobenius morphism, we get Fr(Uζ(lJ)) = hy(LJ)
and Fr(Uζ(pJ)) = hy(PJ), the hyperalgebras of LJ and PJ , the standard Levi and
parabolic subgroups of G corresponding to the subset J ⊆ Π.

Given J ⊆ Π, define Uk(u
+
J ) to be the k(q)-subspace of Uk(g) spanned by all

mononomials
{
E
aM+1
γM+1 · · ·EaN

γN
: ai ∈ N

}
, and define Uk(uJ) to be the k(q)-subspace

of Uk(g) spanned by all mononomials
{
F aN
γN
· · ·F aM+1

γM+1 : ai ∈ N
}

. According to [36,
Proposition 8.22], the space Uk(uJ) depends only on wJ = w0,Jw0, and not on the
chosen reduced expression for wJ . It will follow from Lemma 3.1 that Uk(uJ) is in
fact a subalgebra of Uk(g). Taking divided powers and specializing q 7→ ζ, we obtain
corresponding subalgebras uζ(uJ) ⊂ Uζ(uJ) ⊂ Uζ(g) that depend only on J and not
on the chosen reduced expression for wJ .

Remark 1.9. Given µ ∈ ZΦ, let Uk,µ denote the µ-graded component of Uk(g).
According to [36, 8.14(9)], for each α ∈ Π, we have ω ◦ Tα = (−qα)(µ,α∨)Tα ◦ ω
as functions on Uk,µ. This implies that, up to plus or minus a power of q, ω(Eγ) is
equivalent to Fγ for each γ ∈ Φ+. In particular, ω(Uk(p

+
J )) = Uk(pJ) and ω(Uk(u

+
J )) =

Uk(uJ). Conversely, the equalities κ(Uk(p
+
J )) = Uk(pJ) and κ(Uk(u

+
J )) = Uk(uJ) are

immediate from the fact that κ commutes with the automorphisms Tα.

1.3 Representation theory

Let A be an algebra admitting the structure of a left A-module. Recall that a
UA -module M is said to be an integrable UA -module if M admits a weight space
decomposition for U0

A in the sense of [5, §1.2], and if for all α ∈ Π, the operators

E
(n)
α , F

(n)
α are locally nilpotent onM (i.e., if for each fixedm ∈M , E

(n)
α m = F

(n)
α m = 0

for all n� 0). The category of integrable modules for UA decomposes as a direct sum
of isomorphic subcategories Cσ, indexed by the set of functions Σ = {σ : Π→ {±1}}.
We call Cσ the category of type σ integrable modules for UA .

Let C denote the category of type 1 integrable modules for Uk (i.e., C is the
subcategory indexed by the constant function σ(α) ≡ 1). Then C identifies with
the category of integrable modules for Uζ . Let C≤ denote the category of integrable
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representations for the Borel subalgebra Uζ(b). The restriction functor res : C → C≤
possesses a right adjoint H0(−) = H0(Uζ/Uζ(b),−) : C≤ → C, called the induction

functor. The induction functor is also commonly denoted by ind
Uζ(g)

Uζ(b)(−). The counit

ε : res ◦H0(M)→ M of the adjunction η : res a H0(−) is called the evaluation map.
It is a homomorphism of Uζ(b)-modules.

Let λ ∈ X+. Then the induced module ∇ζ(λ) := H0(Uζ/Uζ(b), λ) has an irre-
ducible socle, denoted Lζ(λ), and every irreducible module in C arises in this fashion.
The formal character of ∇ζ(λ) is given by Weyl’s character formula. In general,
Lζ(λ) 6= ∇ζ(λ), though we do have equality if λ = (` − 1)ρ, where ρ = 1

2

∑
α∈Φ+ α.

We denote the module ∇ζ((` − 1)ρ) by St`, and call it the Steinberg module. The
Steinberg module is injective and projective for uζ(g).

Given J ⊆ Π, let X+
J ⊂ X be the set of J-dominant weights (i.e., λ ∈ X+

J if
(λ, α∨) ∈ N for all α ∈ J). The set X+

J indexes the (isomorphism classes of) irre-
ducible integrable Uζ(lJ)-modules. Given λ ∈ X+

J , ∇ζ,J(λ) := H0(Uζ(pJ)/Uζ(b), λ)
has irreducible socle isomorphic to Lζ,J(λ), the irreducible integrable Uζ(lJ)-module
of highest weight λ. The algebra Uζ(uJ) (hence also uζ(uJ)) acts trivially on ∇ζ,J(λ).
If (λ, α∨) = ` − 1 for each α ∈ J , then we call λ a J-Steinberg weight. If λ is a J-
Steinberg weight, then ∇ζ,J(λ) is irreducible for Uζ(lJ), and is injective and projective
for uζ(lJ).

The category C is a proper subcategory of the category of all Uζ(g)-modules (the

left regular module for Uζ(g) is not integrable, for instance, because E
(n)
α , F

(n)
α act by

left multiplication on Uζ(g) as non-zero operators for all n ∈ N), though all finite-
dimensional Uζ(g)-modules are objects in C [24, Appendix 3]. In contrast to the usual
convention for treating the representation theory of algebraic groups and quantized
enveloping algebras, in this paper we do not assume all of our modules to be integrable.
In those cases where we do assume a module to be integrable, the assumption will be
stated explicitly. By convention, every module for the finite-dimensional subalgebra
Uζ(Gr) (0 ≤ r <∞) is called integrable.
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Chapter 2

Cohomology of augmented algebras

In this chapter we assemble various results concerning the cohomology of augmented
algebras. The content of this chapter will be utilized heavily in the cohomology
calculations of Chapters 4 and 5.

2.1 Actions on cohomology groups

In this section, let A be a k-algebra with augmentation ε : A → k. Let B denote a
fixed normal subalgebra of A, and let V be an A-module. Since B is normal in A, the
subspace V B = {v ∈ V : bv = ε(b)v ∀ b ∈ B} ∼= HomB(k, V ) is an A-submodule of V .
Then the map −B : V 7→ V B defines an endofunctor on the category of A-modules.
Of course, the A-module structure on V B factors through the quotient A//B, so
we also view −B as a functor from the category of A-modules to the category of
A//B-modules, a full subcategory of the category of A-modules.

The cohomology Hn(B,W ) of B with coefficients in the B-module W is defined
by Hn(B,W ) = ExtnB(k,W ) = Rn(HomB(k,−))(W ). In this context, HomB(k,−) is
considered as a functor from the category of B-modules to the category of k-vector
spaces. The right derived functors of HomB(k,−) are defined in terms of B-injective
resolutions, whereas the right derived functors of −B are defined in terms of A-
injective resolutions. The following lemma tells us that, given an A-module V , we
can identify Rn(−B)(V ) with Hn(B, V ) as k-vector spaces, provided A is flat as a
right B-module.

Lemma 2.1. [7, Lemma I.4.3] Every injective A-module is injective for B if and only
if A is flat as a right B-module.

Recall that, given a left exact functor F between abelian categories A and B, the
right derived functors R•F : A→ B form a universal cohomological δ-functor in the
sense of [64, Chapter 2].
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Lemma 2.2. Suppose that A is right B-flat. Then for each A-module V , there exists
a unique natural extension of the action of A on V B to an action of A on H•(B, V ).
This action of A on H•(B, V ) factors through the quotient A//B.

Proof. The first statement follows from the observation that −B, viewed as an end-
ofunctor on the category of A-modules, is a universal cohomological δ-functor. To
obtain the second statement, note that the endofunctor −B can be factored as a com-
position of functors −B = F ′ ◦ F , where F(V ) = V B is viewed as a functor from the
category of A-modules to the category of A//B-modules, and F ′ is the full embedding
of the category of A//B-modules into the category of A-modules. The functor F ′ is
exact, so F ′ ◦RmF ∼= Rm(F ′ ◦ F) for all m ∈ N [37, I.4.1(2)]. Since RmF has image
in the category of A//B-modules, this implies the lemma.

We can provide one description for the action of A on H•(B, V ) as follows. Sup-
pose A is right B-flat. For each A-module V and B-module W , there exists a natural
isomorphism HomB(W,V ) ∼= HomA(A ⊗B W,V ). In particular, if W = k with the
trivial B-action, then HomB(k, V ) ∼= HomA(A//B, V ). This implies the existence of
a natural isomorphism Ext•B(k, V ) ∼= Ext•A(A//B, V ). Now, the cohomology groups
Ext•A(A//B, V ) admit a natural A-module structure induced by the right multiplica-
tion of A//B on itself. Identifying H•(B, V ) ∼= Ext•A(A//B, V ), we obtain a natural
action of A on H•(B, V ) extending the action of A on V B.

The following theorem provides a useful criterion for determining whether A is
right B-free (in particular, whether A is right B-flat).

Theorem 2.3. [41, Corollary 1.3, Corollary 1.4] Assume that A is a Hopf algebra and
that B is a normal Hopf subalgebra of A. Suppose the left regular representation of
B can be extended to A. Let π : A→ A//B be the natural projection map. Regard
π(A) as an A-module via π, and give π(A)⊗B and B⊗π(A) the diagonal A-module
structures. Then A ∼= π(A)⊗ B as left A-modules. If the antipodes of A and B are
bijective, then A ∼= B ⊗ π(A) as left A-modules, and we can form a smash product
B#π(A) in such a way that A ∼= B#π(A) as algebras.

Our next goal is to investigate the actions of Hopf algebras on the cohomology
groups H•(B, V ). When A is itself a Hopf algebra, this will give a new description
for the action of A on H•(B, V ). First recall the notion of an H-module algebra.

Definition 2.4. Let H be a Hopf algebra over k with comultiplication ∆, counit ε,
and antipode S. Given h ∈ H, write ∆(h) =

∑
h(1) ⊗ h(2) (Sweedler notation).

(1) An algebra A is a left H-module algebra if, for all h ∈ H,

(a) A is a left H-module via h⊗ a 7→ h · a,

(b) h · (aa′) =
∑

(h(1) · a)(h(2) · a′) for all a, a′ ∈ A, and

(c) h · 1A = ε(h)1A.



16

(2) An algebra A is a right H-module algebra if, for all h ∈ H,

(a) A is a right H-module via a⊗ h 7→ a · h,

(b) (aa′) · h =
∑

(a · h(1))(a
′ · h(2)) for all a, a′ ∈ A, and

(c) 1A · h = ε(h)1A.

(We use the · notation to emphasize the action of H on A. This notation is cumber-
some, so we will often omit the · and write h · a = ha or a · h = ah.)

Definition 2.5. Let A be an augmented algebra over k, and let H be a Hopf algebra
over k. Then we say that A is a left (resp. right) augmented H-module algebra if A is
a left (resp. right) H-module algebra in the sense of Definition 2.4, and if additionally
ε(h · a) = ε(h)ε(a) (resp. ε(a · h) = ε(h)ε(a)) for all a ∈ A and h ∈ H.

In this paper we are interested exclusively in augmented H-module algebras, so
from now on we will drop the adjective “augmented” and refer to augmented H-
module algebras simply as H-module algebras. If A is an (augmented) H-module
algebra, then Aε is (more or less by definition) an H-submodule of A.

Example 2.6. Let H be a Hopf algebra. Fix h, k ∈ H. The left adjoint action of h
on k is given by

h · k = Adl(h)(k) =
∑

h(1)kS(h(2)).

The right adjoint action of h on k is given by

k · h = Adr(h)(k) =
∑

S(h(1))kh(1).

The linear maps Adl : H → Endk(H) and Adr : H → Endk(H)op are algebra homo-
morphisms. We typically drop the subscript l and write Ad = Adl. The Hopf algebra
H is both a left and a right H-module algebra via the left and right adjoint actions
of H on itself [53, Example 4.1.9].

Our next definition is modeled on the special case A = H of Example 2.6.

Definition 2.7. Let A be an augmented algebra over k, and let V be a left A-module.
Let H be a Hopf algebra. Assume that A is an H-module algebra, and that V admits
the structure of a left H-module.

(1) Suppose A is a left H-module algebra. We say that V admits compatible A and
H-module structures if for all v ∈ V , a ∈ A and h ∈ H, we have

h.(a.v) =
∑

(h(1) · a).(h(2).v).



17

(2) Suppose A is a right H-module algebra. We say that V admits compatible A
and H-module structures if for all v ∈ V , a ∈ A and h ∈ H, we have

a.(h.v) =
∑

h(1).
(
(a · h(2)).v

)
.

Example 2.8. Take A = H, and let V be a left H-module. We can consider A
as either a left or right H-module algebra via the two adjoint actions of H on itself
introduced in Example 2.6. In either case, the defining axioms for a Hopf algebra
imply that V admits compatible A and H-module structures. More generally, suppose
A is a subalgebra of H stable under the adjoint action of H on itself, and let V be
an H-module, viewed as an A-module by restriction. Then V admits compatible A
and H-module structures.

Example 2.9. The trivial module k admits compatible A and H-module structures.

Lemma 2.10. Let A be a right H-module algebra, and let V be a left A-module
admitting a compatible left H-module structure. Then V A is an H-submodule of V .

Proof. Let v ∈ V A, and let h ∈ H. Then for all a ∈ A we have

a.(h.v) =
∑

h(1).
(
(a · h(2)).v

)
= ε(a)

∑
h(1)ε(h(2)).v = ε(a)h.v.

This proves the claim.

We now recall certain chain complexes useful for the computation of cohomology.
The left bar resolution B•(B) of B is the chain complex with Bn(B) = B ⊗B⊗nε and
differential dn : Bn(B)→ Bn−1(B) defined for n ≥ 1 by

dn(b⊗ [b1| · · · |bn]) = bb1 ⊗ [b2| · · · |bn] +
n−1∑
i=1

(−1)ib⊗ [b1| · · · |bibi+1| · · · |bn]. (2.1.1)

If we define ε : B0(B) = B → k to be the counit, then B•(B) → k is a resolution of
k by free left B-modules. Given a B-module W , set C•(B,W ) = HomB(B•(B),W ),
and let δn = HomB(dn+1,W ) : Cn(B,W )→ Cn+1(B,W ) denote the induced cochain
map. Then Hn(B,W ) = Hn(C•(B,W ), δ).

Suppose that the augmented algebra A is a right H-module algebra, and that the
normal subalgebra B of A is an H-submodule of A. Then the right action of H on
B extends diagonally to an action of H on B•(B):

(b⊗ [b1| · · · |bn]) · h =
∑

(bh(1))⊗ [b1h(2)| · · · |bnh(n+1)]. (2.1.2)

Since A is an H-module algebra, it follows that the H-action on B•(B) commutes
with the differential of B•(B),

dn(b⊗ [b1| · · · |bn]) · h = dn(b⊗ [b1| · · · |bn] · h), (2.1.3)
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hence that B•(B) is a complex of right H-modules and H-module homomorphisms.
Recall that if M is a right H-module and if N is a left H-module, then we obtain

a left H-module structure on Homk(M,N) by setting

(h.f)(m) =
∑

h(1).f(m · h(2)). (2.1.4)

IfM is finite dimensional, then there exists anH-module isomorphism Homk(M,N) ∼=
N ⊗M∗. The H-action on N ⊗M∗ is given by h.(n⊗ f) =

∑
h(1).n⊗h(2).f , and the

H-action on M∗ is given by (h.f)(m) = f(m · h).
Now let V be a left A-module admitting a compatible H-module structure. Con-

sider the left action of H on HomB(Bn(B), V ) ⊂ Homk(Bn(B), V ). We have

(h.f) (b⊗ [b1| · · · |bn]) =
∑

h(1).f
(
b⊗ [b1| · · · |bn] · h(2)

)
=
∑

h(1).f
(
(bh(2))⊗ [b1h(3)| · · · |bnh(n+2)]

)
=
∑

h(1).
(
(bh(2)).f(1⊗ [b1h(3)| · · · |bnh(n+2)])

)
=
∑

b.
(
h(1).f(1⊗ [b1h(2)| · · · |bnh(n+1)])

)
(∗)

= b.(h.f)(1⊗ [b1| · · · |bn]).

The equality at line (∗) is obtained by using the compatible A and H-module struc-
tures on V . This calculation shows that the left action of H on Homk(Bn(B), V )
stabilizes the subspace HomB(Bn(B), V ). We can also show that the left action of
H on Cn(B, V ) = HomB(Bn(B), V ) commutes with the differential δ of the cochain
complex C•(B, V ) = HomB(B•(B), V ). Indeed, for f ∈ Cn−1(B, V ), we have

(h.(δf))(b⊗ [b1| · · · |bn]) =
∑

h(1).(δf)(b⊗ [b1| · · · |bn] · h(2))

=
∑

h(1).f(dn(b⊗ [b1| · · · |bn] · h(2)))

=
∑

h(1).f(dn(b⊗ [b1| · · · |bn]) · h(2)) by (2.1.3)

= (h.f)(dn(b⊗ [b1| · · · |bn]))

= (δ(h.f))(b⊗ [b1| · · · |bn]).

The above calculations establish the following theorem.

Theorem 2.11. Let A be an augmented algebra over k, and B a normal subalgebra
of A. Assume that A is a right H-module algebra, and that B is an H-submodule
of A. Let V be a left A-module with a compatible left H-module structure. Then
(2.1.2) and (2.1.4) define a left H-module structure on C•(B, V ) = HomB(B•(B), V )
such that C•(B, V ) is a complex of H-modules and H-module homomorphisms. The
left action of H on C•(B, V ) induces a left action of H on H•(B, V ).



19

Definition 2.12. We call the left action of H on H•(B, V ) defined in Theorem 2.11
the adjoint action of H on H•(B, V ).

Remark 2.13. If M and N are left H-modules, then the standard diagonal action
of H on Homk(M,N) is defined by (h.f)(m) =

∑
h(1).f(S(h(2)).m). This definition

is problematic for the purposes of defining actions of Hopf algebras on cohomology:

(1) If the algebra A in Lemma 2.10 were only a left H-module algebra, then it is
not clear in general why V A should be an H-submodule of V .

(2) Suppose the normal subalgebra B were only a left H-module algebra. The left
action ofH onB extends diagonally to a left action ofH on B•(B). But then it is
not clear in general that the standard diagonal action of H on Homk(Bn(B), V )
should stabilize the subspace HomB(Bn(B), V ), nor is it clear in general that
the standard diagonal action of H on Homk(Bn(B), V ) should commute with
the differential δ of the cochain complex C•(B, V ).

For these reasons, we do not consider the standard diagonal action of H on a Hom-set
when defining Hopf algebra actions on cohomology.

Recall that the cup product defines a ring structure on H•(B, k).

Lemma 2.14. Let A,B,H be as in Theorem 2.11. The adjoint action of H on the
cohomology ring H•(B, k) makes H•(B, k) a left H-module algebra.

Proof. Set C•(B) = C•(B, k) ∼= Homk(B
⊗•
ε , k). Choose cocycles f ∈ Cn(B), g ∈

Cm(B), and let cls(f) ∈ Hn(B, k), cls(g) ∈ Hm(B, k) denote the images of f and g
in H•(B, k). The cup product of cls(f) and cls(g) in H•(B, k) is equal to cls(f ` g),
where f ` g ∈ Cn+m(k) is the cocycle defined by

(f ` g)([b1| · · · |bn+m]) = f([b1| · · · |bn])g([bn+1| · · · |bn+m]) (2.1.5)

Now for h ∈ H, we have

(h.(f ` g))([b1| · · · |bn+m]) = (f ` g)([b1| · · · |bn+m] · h)

=
∑

(f ` g)([b1h(1)| · · · |bn+mh(n+m)])

=
∑

f([b1h(1)| · · · |bnh(n)])g([bn+1h(n+1)| · · · |bn+mh(n+m)])

=
∑

(h(1).f)([b1| · · · |bn])(h(2).g)([bn+1| · · · |bn+m])

So h. cls(f ` g) =
∑

(h(1). cls(f))(h(2). cls(g)).

Example 2.15. Let Π be a group and let ΓEΠ be a normal subgroup. Set A = H =
kΠ, and set B = kΓ. Let V be a Π-module. It follows from [50, Exercise XI.9.3] that
the adjoint action of kΠ on H•(Γ, A) = H•(kΓ, A) is induced by the usual action of
Π on H•(Γ, A) (which is itself induced by the conjugation action of Π on Γ). Since
the action of Π on H•(Γ, A) factors through the quotient Π/Γ, we conclude that the
adjoint action of kΠ on H•(Γ, A) factors through the quotient kΠ//kΓ = k(Π/Γ).
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More generally, we have:

Example 2.16. Suppose A = H is a Hopf algebra, and that the normal subalgebra
B of A is stable under the right adjoint action of A on itself. Then A is a right
H-module algebra via the right adjoint action of A on itself, B is an H-submodule
of A, and every left A-module V admits compatible A and H-module structures. We
see that the adjoint action of A on H•(B, V ) is natural in V and extends the given
action of A on V B. If A is right B-flat, it follows then that the adjoint action of A on
H•(B, V ) is equivalent to the action of A on H•(B, V ) described in Lemma 2.2. In
particular, the adjoint action of A on H•(B, V ) factors through the quotient A//B.

The previous two examples are special cases of a more general situation, which we
describe below. First, let A be a right H-module algebra, and let V be a left A-module
admitting a compatible H-module structure. We describe an A-injective resolution
Q• = Q•(V ) of V such that each Qn admits a compatible H-module structure, and
such that the differential δ of Q• is an H-module homomorphism.

Recall the bimodule bar resolution B•(A,A) = A ⊗ A⊗•ε ⊗ A, with differential
dn : Bn(A,A)→ Bn−1(A,A), defined for n > 0 by

dn(a⊗ [a1| · · · |an]⊗ a′) = aa1 ⊗ [a2| · · · |an]⊗ a′

+
n−1∑
i=1

(−1)ia⊗ [a2| · · · |aiai+1| · · · |an]⊗ a′

+ (−1)na⊗ [a1| · · · |an−1]⊗ ana′,

and d0 : A ⊗ A → A defined by d0(a ⊗ a′) = aa′. Now form the complex Q•(V ) =
HomA(B•(A,A), V ), where HomA(−, V ) is taken with respect to the left A-module
structure of B•(A,A). The right A-module structure of Bn(A,A) induces the structure
of a left A-module on Qn(V ). Then Q•(V ) is an A-injective resolution of V . After
Barnes [7, VI.2], we call Q•(V ) the coinduced resolution of V . For convenience,
set B−1(A,A) = A. Then V = HomA(B−1(A,A), V ) = Q−1(V ), and the inclusion
V ↪→ Q0(V ) corresponds to the map d0 : B0(A,A) → A. Clearly, the construction
V 7→ Q•(V ) is natural in V .

The right action of H on A extends diagonally to a right action of H on the
complex B•(A,A) → A such that the differentials are H-module homomorphisms.
Using (2.1.4), we define a left H-module structure on Homk(Bn(A,A), V ), which
restricts to a left H-module structure on HomA(Bn(A,A), V ) = Qn(V ). As in the
calculation prior to Theorem 2.11, we easily check that the differential δ of Q•(V ) is an
H-module homomorphism. It remains to show that the A and H-module structures
on Qn(V ) are compatible. Indeed, let a ∈ A, h ∈ H, and f ∈ Qn(V ). For simplicity
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of notation, write x = a′ ⊗ [a1| · · · |an]⊗ a′′ = a′[a1| · · · |an]a′′. Then

(a.(h.f))(x) = (h.f)(a′[a1| · · · |an]a′′a)

=
∑

h(1).f(a′[a1| · · · |an]a′′a · h(2))

=
∑

h(1).f
(
(a′h(2))[a1h(3)| · · · |anh(n+2)](a

′′h(n+3))(ah(n+4))
)

=
∑

h(1).((ah(n+4)).f)
(
(a′h(2))[a1h(3)| · · · |anh(n+2)](a

′′h(n+3))
)

=
∑

(h(1).((ah(2)).f))(x), (∗)

that is, a.(h.f) =
∑
h(1).

(
(ah(2)).f

)
. (The equality at line (∗) is obtained using the

identity (∆n+3 ⊗ id) ◦∆ = (id⊗∆n+3) ◦∆, cf. [53, 1.4.2].) So the A and H-module
structures on Qn(V ) are compatible.

Now suppose that A,B,H, V satisfy the hypotheses of Theorem 2.11, and that A
is right B-flat. Let Q• = Q•(V ) be the coinduced resolution of V defined above. Then
the cohomology group Hn(B, V ) may be computed as either Hn(HomB(B•(B), V ) or
as Hn(HomB(k,Q•)). From Lemma 2.10 and Theorem 2.11, we conclude the existence
of two (possibly inequivalent) H-module structures on Hn(B, V ), namely, the adjoint
action of H on Hn(B, V ), and an H-module structure induced by the H-module
structure of Qn. That these two H-module structures are equivalent is the content of
the following proposition.

Proposition 2.17. Maintain the notations and assumptions of the previous para-
graph. The two left H-module structures on H•(B, V ) are equivalent via a natural
isomorphism Hn(HomB(B•(B), V ))

∼→ Hn(HomB(k,Q•)).

Proof. The proof is a corollary of the proof of [54, Proposition 3.11]. Set B−1(B) = k,
and set Q−1 = V . Form the first quadrant double complex C = C•,• by setting
Ci,j = HomB(Bi−1(B), Qj−1) if (i, j) 6= (0, 0), and C0,0 = 0. Then C is a complex of
H-modules and H-module homomorphisms. All rows and columns of C are exact,
except possibly the bottom row and the leftmost column. The homology of the bottom
row and that of the leftmost column both compute H•(B, V ) = Ext•B(k, V ).

Denote the vertical and horizontal differentials of C•,• by di,j : Ci,j → Ci,j+1 and
∂i,j : Ci,j → Ci+1,j. Define Zn ⊂

⊕n
i=0C

i,n−i by (x0, . . . , xn) ∈ Zn if and only if
∂(xj) = d(xj+1), d(x0) = 0 and ∂(xn) = 0. Set B0 = 0, and for n > 0, define
Bn ⊂

⊕n
i=0C

i,n−i to be the set of all (y0, . . . , yn) ∈
⊕n

i=0C
i,n−i such that there

exists (z0, . . . , zn−1) ∈
⊕n−1

i=0 C
i,n−i−1 satisfying yj = d(zj) + ∂(zj−1), y0 = d(z0) and

yn = ∂(zn−1). In the proof of [54, Proposition 3.11], Osborne shows Bn ⊂ Zn. The
projections onto the first and last coordinates define maps Zn → ker(d0,n) and Zn →
ker(∂n,0), respectively. Osborne shows that when composed with the projections
ker(d0,n) � ker(d0,n)/ im(d0,n−1) and ker(∂n,0) � ker(∂n,0)/ im(∂n−1,0), these maps
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induce isomorphisms

Zn/Bn
∼= Hn(C0,•, d0,•) and (2.1.6)

Zn/Bn
∼= Hn(C•,0, ∂•,0). (2.1.7)

Since all of the differentials in C are H-module homomorphisms, it follows that
(2.1.6) and (2.1.7) are isomorphisms of H-modules. We have Hn(HomB(B•(B), V )) =
Hn+1(C•,0, ∂•,0), and Hn(HomB(k,Q•)) = Hn+1(C0,•, d0,•). Finally, the naturality of
the isomorphism is clear, because the construction of Q•(V ) and the construction of
C were natural in V .

Remark 2.18. Maintain the notations and assumptions of Proposition 2.17. The A
and H-module structures on H•(B, V ) are compatible in the sense of Definition 2.7,
because they are induced by the A and H-module structures of Qn = Qn(V ), and the
A and H-module structures on Qn(V ) are compatible.

We end this section by reproving the well-known result that the action of A on
H•(B, k) is trivial whenever B is central in A. First consider the following more
general situation: Let a ∈ A, and suppose that the inner derivation Da = [a,−] of A
descends to a derivation of B. Set H to be the universal enveloping algebra of the
one dimensional Lie subalgebra of A generated by a. Then B is naturally a right
H-module algebra, with a ∈ H acting on b ∈ B via b · a = [b, a] = −Da(b).

Proposition 2.19. [30, Lemma 5.2.2] Suppose A is right B-flat. Let a ∈ A, and
suppose Da(B) ⊂ B. Let a denote the image of a in A//B. Then, for each A-module
V , the action of a on H•(B, V ) in Lemma 2.2 is equivalent to the action of a on
H•(B, V ) induced by Da.

Proof. Apply Proposition 2.17.

Corollary 2.20. Suppose A is right B-flat, and that B is central in A. Then A//B
acts trivially on H•(B, k).

Proof. For each a ∈ A, Da restricts to the zero map on B. Then for any a ∈ A and any
cocycle f ∈ HomB(Bn(B), k), we have (a.f)(x) = a.f(x)+f(x·a) = ε(a).f(x)+f(0) =
(ε(a)f)(x), and the result follows.

2.2 Spectral sequences

We begin this section by recalling the construction of the spectral sequence associated
to a filtered differential graded module. (Recall that a spectral sequence {Er, dr}r≥1 in
an abelian category A is a collection of objects Er in A and morphisms dr : Er → Er
such that Er+1

∼= H(Er, dr).) We then look at the Lyndon–Hochschild–Serre spectral
sequence associated to an augmented algebra A and a fixed normal subalgebra B of
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A. When H is a Hopf algebra acting on A and B as in §2.1, we show that the LHS
spectral sequence associated to A and B is a spectral sequence of left H-modules.
Our primary references for this section are [7, 52].

Let R be a ring. An R-module A is a filtered differential graded R-module if A is a
direct sum of submodules, A =

⊕∞
n=0A

n, if there exists an R-linear mapping d : A→
A of degree +1 (d : An → An+1) satisfying d ◦ d = 0, and if A admits a decreasing
Z-filtration F compatible with the differential d (i.e., F p+1A ⊆ F pA for all p ∈ Z,
and d(F pA) ⊆ F pA). Since the differential d respects the filtration, the cohomology
group H(A, d) = ker d/ im d inherits a Z-filtration: Let ιp : F pA ↪→ A denote the
natural inclusion. Then F pH(A, d) = imH(ιp) ⊂ H(A, d), that is, F pH(A, d) is the
image of H(F pA, d) in H(A, d) under the map induced by ιp.

Define for r ∈ N and p, q ∈ Z the following R-submodules of A:

Zp,q
r = F pAp+q ∩ d−1(F p+rAp+q+1) (2.2.1)

Bp,q
r = F pAp+q ∩ d(F p−rAp+q−1) (2.2.2)

Zp,q
∞ = ker d ∩ F pAp+q (2.2.3)

Bp,q
∞ = im d ∩ F pAp+q, (2.2.4)

and for r ∈ N ∪ {∞}, define

Ep,q
r = Zp,q

r /(Zp+1,q−1
r−1 +Bp,q

r−1). (2.2.5)

Then the differential d induces an R-linear map dr : Ep,q
r → Ep+r,q−r+1

r (r ∈ N).

Theorem 2.21. [52, Theorem 2.6] Each filtered differential gradedR-module (A, d, F )
determines a spectral sequence {E•,•r , dr} with E•,•r as defined in (2.2.5), dr induced
by d, and

Ep,q
1
∼= Hp+q(F pA/F p+1A).

Suppose further that the filtration on A is bounded, that is, that for each n ∈ N, there
exist integers s = s(n) and t = t(n) such that F pAn = 0 for p > s, and F pAn = An

for p ≤ t. Then the spectral sequence converges to H(A, d), that is,

Ep,q
∞
∼= F pHp+q(A, d)/F p+1Hp+q(A, d).

If A is a filtered differential graded algebra, then (2.2.5) defines a spectral sequence
of algebras, and if the filtration on A is bounded, then the spectral sequence converges
as an algebra to H(A, d) [52, Theorem 2.14]. The condition that the filtration on A
should be bounded can be weakened. It is sufficient to assume that the filtration is
exhaustive (i.e., that A =

⋃
p F

pA) and that
⋂
p F

pA = {0} [52, §3.1].
Now let C = C•,• be a double complex of R-modules, that is, a Z×Z-indexed set

of R-modules equipped with an endomorphism d′ of bidegree (1, 0) (the horizontal
differential) and an endomorphism d′′ of bidegree (0, 1) (the vertical differential), such
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that d′ ◦ d′ = 0, d′′ ◦ d′′ = 0, and d′ ◦ d′′+ d′′ ◦ d′ = 0. Set d = d′+ d′′. Then d ◦ d = 0,
and {C, d} becomes a differential graded R-module, with degree n graded part equal
to
⊕

r+s=nC
r,s. We denote the differential graded R-module {C, d} by Tot(C). (Note

that the condition d′ ◦ d′′ + d′′ ◦ d′ = 0 is used to guarantee the equality d ◦ d = 0.
In the definition of a double complex one could instead require d′ ◦ d′′ − d′′ ◦ d′ = 0.
In this case, one defines the total differential d by d = d′ + (−1)id′′, i.e., replace the
vertical differential along the i-th column by (−1)id′′.)

There exist two canonical filtrations on Tot(C), the column-wise filtration, defined
by F p

I Tot(C)n =
⊕

r≥pC
r,n−r, and the row-wise filtration, defined by F p

II Tot(C)n =⊕
r≥pC

n−r,r. Each filtration makes Tot(C) a filtered differential graded R-module,
hence gives rise to a spectral sequence as in Theorem 2.21. We state the theorem
describing the two spectral sequences below, but first some notation: Define bigraded
R-modules H•,•I (C) = H(C•,•, d′) and H•,•II (C) = H(C•,•, d′′). Note that H•,•I (C) and
H•,•II (C) are each differential bigraded modules, with differentials d′′ and d′ induced
by d′′ and d′, respectively. Set H•,•I HII(C) = H(H•,•II (C), d′), and set H•,•II HI(C) =
H(H•,•I (C), d′′).

Theorem 2.22. [52, Theorem 2.15] Let {C•,•, d′, d′′} be a double complex of R-
modules. Then there exist spectral sequences {IE•,•2 , Idr} and {IIE•,•2 , IIdr}, with

IE
•,•
2
∼= H•,•I HII(C) and IIE

•,•
2
∼= H•,•II HI(C).

If Cr,s = {0} when either r < 0 or s < 0 (i.e., if C is a first quadrant double complex),
then both spectral sequences converge to H(Tot(C), d).

Now let A be an augmented algebra over k, and let B be a normal subalgebra of
A such that A is right B-flat. The preceding algebraic machinery can be applied to
yield a spectral sequence relating the cohomology groups for the augmented algebras
B and A//B to those of A.

Theorem 2.23 (Lyndon–Hochschild–Serre Spectral Sequence). Let A be an aug-
mented algebra over k, and let B be a normal subalgebra of A such that A is right
B-flat. Let V be a left A-module. Then there exists a spectral sequence satisfying

Ei,j
2 = H i(A//B,Hj(B, V ))⇒ H i+j(A, V ). (2.2.6)

Summary of the construction of the LHS spectral sequence. We follow the approach
of [7, Chapter VI]; for the equivalence of this approach to other constructions, con-
sult [7, Chapter VIII]. Let P • = B•(A//B) be the left bar resolution of A//B, an
A//B-free resolution of k, and let Q• = Q•(V ) be the coinduced resolution of V de-
fined in §2.1, an A-injective resolution of V . Form the first quadrant double complex
C = C•,• with Ci,j = HomA(P i, Qj). According to Theorem 2.22, the two canonical
filtrations F •I and F •II on Tot(C) (the column-wise filtration and the row-wise filtra-
tion, respectively) each give rise to spectral sequences converging to H(Tot(C), d).
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The spectral sequence determined by F •II collapses at the E2-page and converges to
H•(A, V ), while the Ei,j

2 -term of the spectral sequence determined by F •I is as iden-
tified in (2.2.6); see [7, Chapter VI] for details. Thus, the desired spectral sequence
is the one determined by the column-wise filtration F •I of Tot(C).

Now suppose that A is a right H-module algebra, and that B is an H-submodule
of A. Then A//B inherits from A the structure of a right H-module algebra. The
right H-module structure on A//B extends diagonally to a right H-module structure
on P • = B•(A//B) such that P • is a complex of right H-modules and H-module
homomorphisms. Suppose that the left A-module V admits a compatible H-module
structure. Then, just as in §2.1, we see (for fixed i, j ∈ N) that (2.1.4) defines a left
H-module structure on Ci,j, and that C•,• = HomA(P •, Q•) is a double complex of
H-modules and H-module homomorphisms. So Tot(C) is a left H-module, and, for
each p ∈ N, F p

I Tot(C) (resp. F p
II Tot(C)) is an H-submodule of Tot(C). From the

construction of (2.2.6) presented above, we deduce the following theorem.

Theorem 2.24. Maintain the notations and assumptions of Theorem 2.23 and of
the previous paragraph. The spectral sequence (2.2.6) is a spectral sequence of left
H-modules. The H-module actions on the E2 page and on the abutment are the
adjoint actions of H defined in Definition 2.12.

We conclude this section with the following well-known result.

Lemma 2.25. [30, Corollary 5.3] Suppose A is right B-flat and that B is central in A.
Then H0(A//B,H•(B, k)) = H•(B, k), and if V = k in the spectral sequence (2.2.6),
then the image of H1(B, k) under the differential d0,1

2 is central in H•(A//B, k).
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Chapter 3

Integral results for quantized
enveloping algebras

In this chapter we lay the necessary groundwork in order to apply the results and
techniques of Chapter 2 to the cohomology calculations of Chapters 4 and 5. Some
of the results we obtain are well-known when the coefficient field k is of characteristic
zero; with some extra work, we establish these results when the coefficient field k is
of (almost) arbitrary characteristic.

3.1 An integral commutation formula

The following lemma generalizes an observation of Levendorskii and Soibelman [46,
Proposition 5.5.2].

Lemma 3.1. Let S ⊂ A = Z[q, q−1] be the multiplicatively closed set generated by

{1} if Φ has type ADE,{
q2 − q−2

}
if Φ has type BCF ,{

q2 − q−2, q3 − q−3
}

if Φ has type G.

Set A = S−1A, the localization of A at S. Let Φ+ = {γ1, . . . , γN} be an enumeration
of Φ+ as in §1.2, and let 1 ≤ i < j ≤ N . Then in UQ(g) we have

(a) EγiEγj = q(γi,γj)EγjEγi+(∗), where (∗) is an A -linear combination of monomials
Em1
γ1
· · ·EmN

γN
with ms = 0 unless i < s < j.

(b) FγiFγj = q(γi,γj)FγjFγi +(∗), where (∗) is an A -linear combination of monomials
Fm with ms = 0 unless i < s < j.

Proof. Part (b) is equivalent to part (a); apply the algebra anti-automorphism κ de-
fined in §1.2 to infer one from the other. Part (a) is easily verified for g of rank 2 using
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the QuaGroup package of the computer program GAP, with which all of the “commu-
tators” EγiEγj − q(γi,γj)EγjEγi can be explicitly computed (cf. also the calculations
in [49, §5.1], though the automorphisms constructed by Lusztig there differ slightly
from those defined in [36, Chapter 8]; see the warning in [36, Remark 8.14]). From
the rank 2 case we deduce the result for g of arbitrary rank by the arguments in the
proof of [20, Theorem 9.3(iv)].

Remark 3.2.

(1) The formulas in Lemma 3.1 are stated for the algebra UQ(g), but similar for-
mulas for Uk(g) are deduced via the identification Uk(g) = Uk(q) = UA ⊗A k(q).

(2) It follows from Lemma 3.1 that the algebra Uk(uJ) defined in §1.2 is a subal-
gebra of Uk(g). More generally, given w ∈ W , Lemma 3.1 establishes that the
subspaces U+[w], U−[w] defined in [36, §8.24] are subalgebras of Uk(g), since
any reduced expression for w can be completed to a reduced expression for w0.

Lemma 3.1 appears in the literature with our choice for the ring A replaced by
Q[q, q−1] (cf. [21, Lemma 1.7] or [20, Theorem 9.3(iv)]). This formulation is incorrect
if the root system Φ has two root lengths, as the following two examples show.

Example 3.3. Let Φ be of type B2, and write Π = {α, β} with α long. Choose the
reduced expression sαsβsαsβ for w0, so that the positive roots of Φ written in convex
order are

Φ+ = {γ1, γ2, γ3, γ4} = {α, α + β, α + 2β, β} .
According to the QuaGroup package of GAP, the following relation holds in UQ(g):

Fγ3Fγ1 = Fγ1Fγ3 + (−1 + q−2)F (2)
γ2
.

We have γ2 = sα(β), so by the definition of the divided power F
(2)
γ2 , F

(2)
γ2 = F 2

γ2
/[2]!β.

Since β is short, qβ = q(β,β)/2 = q. Then [2]!β = (q2 − q−2)/(q − q−1) = q + q−1, hence

(−1 + q−2)

[2]!β
=

(−1 + q−2)

(q + q−1)
=
−(q2 − 1)

q(q2 + 1)
,

which is not an element of Q[q, q−1].

Example 3.4. Let Φ be of type G2, and write Π = {α, β} with β long. Choose the
reduced expression sαsβsαsβsαsβ for w0, so that the positive roots of Φ written in
convex order are

Φ+ = {γ1, γ2, γ3, γ4, γ5, γ6} = {α, 3α + β, 2α + β, 3α + 2β, α + β, β} .

According to the QuaGroup package of GAP, the following relation holds in UQ(g):

Fγ4Fγ2 = q−3Fγ2Fγ4 + q−6(q − 1)2(q + 1)2(q2 + 1)F (3)
γ3
.
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We have γ3 = sαsβ(α), so by the definition of the divided power F
(3)
γ3 , F

(3)
γ3 = F 3

γ3
/[3]!α.

Since α is short, qα = q(α,α)/2 = q. Then

[3]!α =
3∏

n=1

qnα − q−nα
qα − q−1

α

=
3∏

n=1

qn − q−n

q − q−1
= q−3(q2 + 1)(q2 + q + 1)(q2 − q + 1),

hence
q−6(q − 1)2(q + 1)2(q2 + 1)

[3]!α
=

(q − 1)2(q + 1)2

q3(q2 + q + 1)(q2 − q + 1)
,

which is not an element of Q[q, q−1].

Following De Concini and Kac [21, §1.7], we use Lemma 3.1 to define a multiplica-
tive filtration on Uk(g). For r, s ∈ NN and u ∈ U0

k, define Mr,s,u = F ruEs ∈ Uk(g).
(Recall the monomials F r, Es were defined in §1.2.) Define the total height of the
monomial Mr,s,u by ht(Mr,s,u) =

∑N
i=1(ri + si) ht(γi) ∈ N, where by ht(γ) we mean

the usual height of γ ∈ Φ+ with respect to the chosen basis Π ⊂ Φ. (The symbol
∑

in the preceding definition is printed incorrectly as
∏

in [21]; the definition is printed
correctly in [20, §10.1].) Now define the degree of the monomial Mr,s,u by

d(Mr,s,u) = (rN , rN−1, . . . , r1, s1, . . . , sN , ht(Mr,s,u)). (3.1.1)

View N2N+1 as a totally ordered semigroup via the reverse lexicographic ordering
(i.e., the lexicographic order < on N2N+1 such that u1 < u2 < · · · < u2N+1, where
ui = (δi,1, . . . , δi,2N+1)). Given η ∈ N2N+1, define Uk(g)η to be the linear span in
Uk(g) of all monomials Mr,s,u with d(Mr,s,u) ≤ η.

Proposition 3.5. [21, Proposition 1.7] The subspaces Uk(g)η for η ∈ N2N+1 define a
multiplicative filtration of Uk(g).

Proof. This follows from Lemma 3.1, the defining relations for Uk(g) in Definition 1.1,
and Remark 1.2.

3.2 The De Concini–Kac integral form

In §1.1 we defined integral forms UA ⊂ UQ(g) and UB ⊂ Uk(g), due to Lusztig, which
after base change to k resemble the hyperalgebra of an algebraic group. In this section
we define integral forms UA ⊂ UQ(g) and UB ⊂ Uk(g), which after base change to k
resemble the universal enveloping algebra of the Lie algebra g. The construction of
these integral forms is due to De Concini and Kac [21].

Define S ⊂ A = Z[q, q−1] to be the multiplicatively closed subset generated by{
q − q−1

}
if Φ has type ADE,{

q − q−1, q2 − q−2
}

if Φ has type BCF ,{
q − q−1, q2 − q−2, q3 − q−3

}
if Φ has type G,
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and setA = S−1A. Now define UA = UA(g) to be theA-subalgebra of UQ(g) generated
by {Eα, Fα, Kα, K

−1
α : α ∈ Π}. Then Uk(g) ∼= UA ⊗A k(q). In particular, UA is an

A-form of UQ(g).
It is clear that the Hopf algebra structure on UQ(g) induces the structure of a Hopf

algebra on UA(g). It is also clear from the definition of A and from the formulas for
the automorphisms Tα given in §1.2 that for each γ ∈ Φ+, we have Eγ, Fγ ∈ UA(g).
It follows then that the set of all monomials{

F rKµE
s : r, s ∈ NN , µ ∈ ZΦ

}
(3.2.1)

forms an A-basis for UA(g). (The monomials F r, Kµ, E
s were defined in §§1.1–1.2. It

is clear that the given monomials are linearly independent in UA(g) because they are
linearly independent in UQ(g). To show that they span UA(g), use Lemma 3.1 and
the defining relations for UQ(g) to show that the subspace of UA(g) spanned by the
given monomials is stable under left multiplication by the generators for UA(g).)

Viewing S ⊂ A instead as a subset of B = k[q, q−1], set B = S−1B. Define UB to
be the B-subalgebra of Uk(g) generated by {Eα, Fα, Kα, K

−1
α : α ∈ Π}. Of course, B

admits a natural A-module structure induced by the natural A-module structure of B.
Then UB ∼= UA⊗AB, and UB admits a basis of the form (3.2.1). Under our assumption
on the order of ζ ∈ k×, the field k is naturally an A-module (resp. B-module) under
the specialization q 7→ ζ.

Definition 3.6. Let ζ ∈ k× be a primitive `-th root of unity with ` satisfying As-
sumption 1.5. Define Uk = UA⊗Ak (equivalently, Uk = UB⊗Bk), where the A-module
structure on k is obtained via the specialization q 7→ ζ, and define Uζ = Uζ(g) to be
the quotient of Uk by the two-sided ideal 〈K`

α ⊗ 1− 1⊗ 1 : α ∈ Π〉, that is,

Uζ = Uζ(g) := Uζ/〈K`
α ⊗ 1− 1⊗ 1 : α ∈ Π〉.

We call Uk and Uζ the De Concini–Kac quantum algebras with parameter q specialized
to ζ ∈ k.

For each subset J ⊆ Π, we also define distinguished subalgebras Uζ(lJ), Uζ(pJ),
Uζ(uJ) of Uζ(g) similarly to the way we did in §1.2.

Remark 3.7. Some authors define the integral form Uq ⊂ Uk(g) to be the k[q, q−1]-
subalgebra of Uk(g) generated by {Eα, Fα, Kα, K

−1
α : α ∈ Π}. In this case, for an

arbitrary positive root γ ∈ Φ+, we may not have Eγ, Fγ ∈ Uq unless Φ has only
one root length, though we will always have sEγ, s

′Fγ ∈ Uq for some s, s′ ∈ S. For
practical purposes, the choice of using either UA or Uq to define the algebra Uk is
irrelevant, because under our standard assumption on ζ ∈ k×, the denominators in S
do not vanish under the specialization q 7→ ζ.

We now prove several structural results concerning the algebras Uk and Uζ that
will be needed later. These results are well-known if k = C and if ζ is chosen to be a
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complex root of unity; cf. [21, Corollaries 3.1, 3.3]. We continue to make our standard
assumptions on k and ζ, namely, that k is a field of characteristic p 6= 2 (and p 6= 3
if Φ has type G2), and that ζ ∈ k× is a primitive `-th root of unity with ` satisfying
Assumption 1.5.

Lemma 3.8. For all γ ∈ Φ+, α ∈ Π, the elements E`
γ, F

`
γ , K

`
α, K

−`
α are central in Uk.

Proof. The ring homomorphism A → k sending q 7→ ζ factors through the quotient
A� Ã = A/(φ`)A, where φ` ∈ Z[q] is the `-th cyclotomic polynomial. The image of
q in A/(φ`)A is a primitive `-th root of unity. By abuse of notation, we denote the

image of q in A/(φ`)A by ζ. The ring Ã is naturally a subring of its field of fractions,

the cyclotomic field Q(ζ), hence U eA = UA ⊗A Ã is naturally a subalgebra of UQ(ζ).
Now, for all γ ∈ Φ+ and α ∈ Π, the elements E`

γ, F
`
γ , K

`
α, K

−`
α are central in UQ(ζ) by

[21, Corollary 3.1], hence they must also be central in U eA. Since Uk = U eA ⊗ eA k, we
conclude that E`

γ, F
`
γ , K

`
α, K

−`
α must be central in Uk.

Let Z denote the central subalgebra of Uk generated by{
E`
γ, F

`
γ , K

`
α, K

−`
α : γ ∈ Φ+, α ∈ Π

}
.

Let Z+, Z and Z0 denote the usual positive, negative, and toral subalgebras of Z.

Lemma 3.9.

(a) The algebra Uk (resp. U+
k , U−k , U0

k ) is a free Z-module (resp. Z+-module, Z-
module, Z0-module), with basis given by all monomials F sKt1

α1
· · ·Ktn

αnE
r (resp.

Er, F s, Kt1
α1
· · ·Ktn

αn) satisfying 0 ≤ ri, si, ti < ` for all i.

(b) Uζ(g)//Z ∼= uζ(g), and a corresponding statement is true if we replace each
algebra with its positive, negative, or toral variation.

Proof. If k = Q(ζ), then part (a) is just [21, Corollary 3.3(b)]. In the general case, if
we only require ri, si ∈ N and ti ∈ Z, then the monomials described in part (a) form
A-bases for UA and its positive, negative, and toral variations. Now base-change to
k and apply Lemma 3.8.

To prove part (b), note first that we have an inclusion of B-forms UB ⊂ UB =
UB ⊗B B. Let ι : UB ↪→ UB be the inclusion map. Base-changing to k, we obtain an
algebra homomorphism ι⊗ id : Uk = UB ⊗B k → Uk = UB ⊗B k. Composing with the
projection map Uk � Uζ , we obtain an algebra homomorphism Uk → Uζ with image
equal to uζ and kernel equal to the two-sided ideal in Uk generated by Z, that is, an
isomorphism Uζ//Z

∼→ uζ(g).
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3.3 Adjoint actions on integral forms

Recall from Example 2.6 the left and right adjoint actions of a Hopf algebra on itself.
Our goal in this section is to show that the left and right adjoint actions of Uk(g) on
itself induce H-module algebra structures on the De Concini–Kac quantum algebra
Uζ(g), on the Frobenius–Lusztig kernel uζ(g), and on the distinguished subalgebras
of Uζ(g) and uζ(g) corresponding to a fixed subset of simple roots J ⊆ Π.

Recall from §1.1 the two Hopf algebra structures on Uk(g) defined by (1.1.7) and
(1.1.8). From the two Hopf algebra structures we get two left adjoint actions of Uk(g)
on itself, and two right adjoint actions of Uk(g) on itself. We write

Ad = Adl : Uk(g)→ Endk(Uk(g)) and

Adr : Uk(g)→ Endk(Uk(g))op

to denote the left and right adjoint actions corresponding to (1.1.7), and we write

Ad = Adl : Uk(g)→ Endk(Uk(g)) and

Adr : Uk(g)→ Endk(Uk(g))op

to denote the left and right adjoint actions corresponding to (1.1.8). Collectively, we
refer to these four adjoint actions as the adjoint actions of Uk(g) on itself. In this
paper we are principally interested in the right adjoint action defined by Adr, but
for the sake of completeness (and since it requires little extra effort), we consider the
other adjoint actions as well.

For fixed x ∈ Uk(g), we have

Ad(x) = ω ◦ Ad(ω(x)) ◦ ω, (3.3.1)

Adr(x) = ω ◦ Adr(ω(x)) ◦ ω, (3.3.2)

Adr(x) = κ ◦ Ad(κ(x)) ◦ κ, (3.3.3)

Adr(x) = κ ◦ Ad(κ(x)) ◦ κ. (3.3.4)

Using these relations, it is sufficient to prove some results first for the adjoint action
defined by Ad, and to then infer that a corresponding version of the result holds for
the other adjoint actions. (Some care is typically required in making the transition,
because κ is merely a k-algebra antiautomorphism of Uk(g), not a k(q)-algebra an-
tiautomorphism.) In this spirit, we record here formulas for the Ad-actions of the
generators of Uk(g). Let u ∈ Uk(g). Then

Ad(E(r)
α )(u) =

r∑
i=0

(−1)iqi(r−1)
α E(r−i)

α Ki
αuK

−i
α E

(i)
α , (3.3.5)

Ad(F (r)
α )(u) =

r∑
i=0

(−1)r−iq−(r−i)(r−1)
α F (i)

α uF (r−i)
α Kr

α, (3.3.6)

Ad(K±1
α )(u) = K±1

α uK∓1
α . (3.3.7)
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In what follows, fix J ⊆ Π.

Proposition 3.10. The following stability results hold (and are equivalent):

(a) The subalgebra Uk(u
+
J ) is stable under the Ad-action of Uk(p

+
J ) on itself.

(b) The subalgebra Uk(uJ) is stable under the Adr-action of Uk(pJ) on itself.

(c) The subalgebra Uk(uJ) is stable under the Ad-action of Uk(pJ) on itself.

(d) The subalgebra Uk(u
+
J ) is stable under the Adr-action of Uk(p

+
J ) on itself.

Proof. Parts (a) and (c) are the content of [9, Proposition 2.7.1]. (Technically, the au-
thors of [9] prove the result for k = Q(ζ) a cyclotomic field, but the same proof works
under our more general setup.) The equivalence of parts (a)–(d) is a consequence of
equations (3.3.1–3.3.4) and Remark 1.9.

Corollary 3.11. (cf. [9, Corollary 2.7.2]) The algebra Uk(uJ) is normal in Uk(pJ).
Normality also holds for the specializations

Uζ(uJ) ⊂ Uζ(pJ), uζ(uJ) ⊂ uζ(pJ), Uζ(uJ) ⊂ Uζ(pJ).

The quotient maps associated to each normal subalgebra induce algebra isomorphisms

Uζ(lJ) ∼= Uζ(pJ)//Uζ(uJ), uζ(lJ) ∼= uζ(pJ)//uζ(uJ), Uζ(lJ) ∼= Uζ(pJ)//Uζ(uJ).

Proof sketch. Specializing (3.3.5) and (3.3.6) to the case r = 1 and applying (3.3.1),
we get (for u ∈ Uk(g)):

Ad(Eα)(u) = (Eαu− uEα)K−1
α , and

Ad(Fα)(u) = Fαu−K−1
α uKαFα.

Using the above formulas, the normality of Uk(uJ) in Uk(pJ) follows from Proposition
3.10(b). By restriction, normality holds for the integral forms UA(uJ) ⊂ UA(pJ) and
UA(uJ) ⊂ UA(pJ), hence also for the specializations Uζ(uJ) ⊂ Uζ(pJ), uζ(uJ) ⊂
uζ(pJ), and Uζ(uJ) ⊂ Uζ(pJ). The stated isomorphisms are then easily deduced from
the PBW-type bases for the relevant algebras.

The next proposition is of fundamental importance for what follows. First recall
that there exists an inclusion of B-forms UB ⊂ UB. Set B = B(〈q−ζ〉), the localization
of B at the maximal ideal generated by q− ζ. Then there exists inclusion of B-forms
UB ⊂ UB, and Uk = UB/(q − ζ)UB and Uk = UB/(q − ζ)UB.

Proposition 3.12. The adjoint actions (Ad,Adr,Ad,Adr) of UB on itself stabilize
the subspace UB, hence induce actions of Uk on Uk (which we also call adjoint actions,
and which we denote by the same symbols). The adjoint actions of Uk on Uk factor
through Uζ .
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Proof. We begin by proving the proposition for the left adjoint action of UB on itself
defined by Ad. Let C ⊂ UB be the set of generators identified in (1.1.9). It suffices
to show, for each c ∈ C, that Ad(c) stabilizes UB. The algebra UB is a Hopf algebra
in its own right, and {Eα, Fα, Kα, K

−1
α : α ∈ Π} ⊂ UB, so the adjoint action of these

elements will stabilize UB. It remains to check, for each α ∈ Π and i ≥ 0, that the

adjoint actions of E
(pi`)
α and F

(pi`)
α stabilize UB.

Set p = char(k). Consider the multiplicity s with which the factor (q− ζ) appears
in the denominator of

E(pi`)
α = Epi`

α /[pi`]!α = Epi`
α ·

pi`∏
j=1

qα − q−1
α

qjα − q−jα
= Epi`

α ·
pi`∏
j=1

qj−1
α (q2

α − 1)

q2j
α − 1

.

If j = pem` with (p,m) = 1, then (q − ζ) appears as a factor in q2j
α − 1 = qj·(α,α) − 1

with multiplicity pe. If ` - j, then ζ is not a root of q2j
α − 1. It follows then that the

multiplicity s is equal to

s = (pi − pi−1) + p(pi−1 − pi−2) + · · ·+ pi−1(p− 1) + pi = pi +
i∑

j=1

pi−1(p− 1).

This formula is valid even if p = 0, provided we accept the convention 00 = 1. To
prove the formula for s, observe that in {1, . . . , pi`} there are pi − pi−1 multiples of `
that are not multiples of p, there are pi−1−pi−2 multiples of p` that are not multiples
of p2, etc., and there is precisely one multiple of pi`.

The divided power E
(pi`)
α differs from Epi`

α /(q − ζ)s by a unit in B. We want to

show, for each u ∈ UB, that Ad(Epi`
α )(u) ∈ (q − ζ)s · UB, for then Ad(E

(pi`)
α ) will

define a B-linear endormorphism of UB. We first prove the result for the generator
E

(`)
α ∈ UB. Given u ∈ UB, we have by (3.3.5)

Ad(E`
α)(u) =

∑̀
i=0

(−1)iqi(`−1)
α

[
`

i

]
α

E`−i
α Ki

αuK
−i
α E

i
α.

The right hand side of this equation is zero in Uk = UB/(q−ζ)UB by standard proper-
ties of Gaussian binomial coefficients evaluated at roots of unity (cf. [47, Proposition
3.2]) and by Lemma 3.8, so we conclude that Ad(E`

α)(u) ∈ (q − ζ) · UB, as desired.
Similarly, Ad(F `

α)(u) ∈ (q− ζ) · UB. If char(k) = 0, then this proves the claim for the
left Ad-action, so assume now that p := char(k) 6= 0.

Let u ∈ UA and let E`
α ∈ UA ⊂ UA. Consider the special case k = C of the above

paragraph. In this case we have B = C[q, q−1](〈q−ζ〉), and UA and UA are naturally
subalgebras of UB and UB, respectively. Of course, Ad(E`

α)(u) ∈ UA because UA
is a Hopf algebra and E`

α ∈ UA. But by the previous paragraph we also have, for
each primitive `-th root of unity z ∈ C (of which there are ϕ(`), where ϕ is Euler’s
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totient function), Ad(E`
α)(u) ∈ (q− z) · UB. It follows then that Ad(E`

α)(u) ∈ φ` · UA,
where φ` ∈ Z[q] is the `-th cyclotomic polynomial. (Recall that φ` factors over C as∏

(q − z), where z ranges over all primitive `-th roots of unity in C.)
Return now to the situation of an arbitrary field k. Let i ≥ 1, and consider

Ad(Epi`
α )(u) ∈ UA. By the assumptions on ` and p made in §1.1, the product pi` also

satisfies Assumption 1.5. Recall also that the adjoint map Ad : UA → EndA(UA) is
an algebra homomorphism. Then, by the observation of the previous paragraph, we
have for each 0 ≤ j ≤ i,

Ad(Epi`
α )(u) = Ad((Epj`

α )p
i−j

)(u) = Ad(Epj`
α )p

i−j
(u) ∈ (φpj`)

pi−j · UA.

It follows that Ad(Epi`
α )(u) ∈ φ · UA, where φ =

∏i
j=0(φpj`)

pi−j ∈ Z[q].
By abuse of notation, we denote the image of φ in Fp[q] ⊂ k[q] by the same

symbol. Since UB = UA ⊗A B and UB = UA ⊗A B, we conclude that the equation
Ad(Epi`

α )(u) ∈ φ · UB also holds for all u ∈ UB, viewing Epi`
α now as an element

of UB ⊂ UB. We wish to determine the multiplicity with which the factor (q − ζ)
occurs in φ ∈ k[q]. According to [32], the polynomials φpj` factors over Fp as (φ`)

ϕ(pj).
The polynomial φ` is separable over Fp, hence (q − ζ) ∈ k[q] occurs as a factor of
the image of φpj` in k[q] exactly ϕ(pj) = pj−1(p − 1) times. It follows then that the

multiplicity of (q − ζ) in φ is equal to
∑i

j=0 p
i−jϕ(pj) = pi +

∑i
j=1 p

i−1(p − 1) = s,

and Ad(Epi`
α )(u) ∈ (q − ζ)r · UB = (q − ζ)s · UB.

We have shown that Ad(Epi`
α )(u) ∈ (q−ζ)s ·UB. By a similar argument (replacing

Eα by Fα in the previous three paragraphs), we can also show that Ad(F pi`
α )(u) ∈

(q − ζ)s · UB. This proves that the Ad-action of UB on itself induces an action of Uk
on Uk. Since ζ` = 1 in k, it is clear that the adjoint action of K`

α ⊗ 1 ∈ Uk on Uk is
trivial for all α ∈ Π, hence that the adjoint action of Uk on Uk factors through the
quotient Uζ = Uk/〈K`

α ⊗ 1− 1⊗ 1 : α ∈ Π〉. This proves the proposition for the left
adjoint action defined by Ad.

To prove the proposition for the remaining three adjoint actions, apply equations
(3.3.1–3.3.4). For example, the algebras UB and UB are each stable under the au-
tomorphism ω, so (3.3.1) implies that the result for the Ad-action is equivalent to
that for the Ad-action. Similarly, (3.3.2) implies that the result for the Adr-action
is equivalent to that for the Adr-action. To establish the claim for the Adr-action,
apply (3.3.3) and use the fact that the claim for the Ad-action remains true if we
replace ζ by ζ−1, and replace B by B(q−ζ−1); the details are left to the reader.

Remark 3.13. If char(k) = 0, then Proposition 3.12 is essentially just [6, Proposition
2.9.2(i)], though the proof appearing in [6] appears to be incorrect. (In the notation
of their proof, the elements c

q−ζ do not generate the A-algebra UA.)

Corollary 3.14. Fix J ⊆ Π.

(a) The subalgebra uζ(g) is stable under the adjoint actions of Uζ(g) on itself.
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(b) The subalgebras uζ(u
+
J ) and uζ(p

+
J ) are stable under the Ad-action of Uζ(p

+
J ).

(c) The subalgebras uζ(uJ) and uζ(pJ) are stable under the Adr-action of Uζ(pJ).

(d) The subalgebras uζ(uJ) and uζ(pJ) are stable under the Ad-action of Uζ(pJ).

(e) The subalgebras uζ(u
+
J ) and uζ(p

+
J ) are stable under the Adr-action of Uζ(p

+
J ).

Proof. Parts (b)–(e) follow from part (a) and Proposition 3.10. We prove part (a) for
the left adjoint action defined by Ad, and leave to the reader the details of modifying
our argument to accommodate the other three adjoint actions.

Recall that Uζ is defined as a quotient of Uk = UB ⊗B k. We first prove that the
left Ad-action of Uk on itself stabilizes the finite-dimensional subspace uk(g). Let C
be the set of generators for Uk identified in (1.1.9), and let D be the set of generators
for uk identified in (1.1.10). Recall from Example 2.6 that Ad makes Uk an H-module
algebra over itself. Then to show that the adjoint action of Uk preserves the subspace
uk, it suffices to show Ad(c)(d) ∈ uk whenever c ∈ C and d ∈ D.

Let c ∈ C and d ∈ D, considered now as elements of UB. By Proposition 3.12,
Ad(c)(d) ∈ UB. Rewriting Ad(c)(d) in terms of the divided power basis of UB,
it follows that all monomials appearing in Ad(c)(d) with an exponent ≥ ` will be
preceded by an element of B that vanishes upon the specialization q 7→ ζ. Since
Uk = UB ⊗B k, it follows that after base change to k, Ad(c)(d) ∈ uk. This proves
that the Ad-action of Uk on itself stabilizes the subspace uk.

Now since ζ` = 1 in k, the Ad-action of K`
α⊗1 on Uk is trivial for each α ∈ Π, hence

the algebra homomorphism Ad : Uk → Endk(uk) factors through the quotient Uζ =
Uk/〈K`

α⊗1−1⊗1〉. We leave it to the reader to check that the ideal 〈K`
α⊗1−1⊗1〉

is an Ad(Uζ)-stable subspace of Uk. (First show that Uk acts trivially on the vector
K`
α ⊗ 1− 1⊗ 1, and then use the fact that Uk is a Hopf module algebra over itself.)

Then Ad induces an action of Uζ on itself which stabilizes the subspace uζ(g). This
proves part (a) for the left adjoint action defined by Ad.

Proposition 3.15. Let V be a left Uζ(pJ)-module. Then

V uζ(uJ ) = {v ∈ V : uv = ε(u)v ∀u ∈ uζ(uJ)}

is a Uζ(pJ)-submodule of V .

Proof. Apply Corollary 3.14(c), Example 2.8, and Lemma 2.10.

Recall the central subalgebra Z ⊂ Uk defined in §3.2. Given J ⊆ Π, define
Z+
J ⊂ Z to be the subalgebra generated by

{
E`
γ : γ ∈ Φ+\Φ+

J

}
, and define ZJ ⊂ Z

to be the subalgebra generated by
{
F `
γ : γ ∈ Φ+\Φ+

J

}
. Part (a) of the next result is a

generalization of [6, Proposition 2.9.2(ii)], which is stated there without proof under
the assumption char(k) = 0 and J = ∅.
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Proposition 3.16. Fix J ⊆ Π.

(a) The subalgebra Z ⊂ Uk is stable under the adjoint actions of Uζ .

(b) The adjoint actions of uζ(g) on Z are trivial.

(c) The subalgebra Z+
J ⊂ Uk is stable under the Ad-action of Uζ(p

+
J ).

(d) The subalgebra ZJ ⊂ Uk is stable under the Adr-action of Uζ(pJ).

(e) The subalgebra ZJ ⊂ Uk is stable under the Ad-action of Uζ(pJ).

(f) The subalgebra Z+
J ⊂ Uk is stable under the Adr-action of Uζ(p

+
J ).

Proof. Parts (c)–(f) follow from part (a) and Proposition 3.10, while part (b) is an
easy consequence of the fact that Z is central in Uk and that the adjoint actions
of the elements {Eα, Fα, Kα : α ∈ Π} on Uk are the same whether we consider these
generators as elements of uζ or as elements of Uk. Now we prove part (a). Once again,
we prove the result for the left adjoint action defined by Ad, and leave to the reader
the straight-forward task of modifying our argument to accommodate the remaining
adjoint actions.

Clearly, the Ad-action of U0
ζ on Uk stabilizes Z. (The generators of Z are weight

vectors for the adjoint actions of U0
ζ .) Since the Ad-action of uζ on Z is trivial by

part (b), to prove the claim it suffices to show, for each α ∈ Π and n ∈ N, that the

Ad-actions of the generators E
(n)
α , F

(n)
α ∈ Uζ on Uk stabilize Z.

Fix α ∈ Π. Define linear maps eα, e
′
α : UB → UB by eα(u) = [E

(`)
α , u] (the usual

commutator) and e′α(u) = E
(`)
α u − q

`(`−1)
α K`

αuK
−`
α E

(`)
α . De Concini and Kac have

shown [21, §3.4] that the derivation eα descends to a derivation of Uk, and that the
induced map Uk → Uk stabilizes the central subalgebra Z. (Technically, they do this
for k = C, but all of the same calculations for Uk(g) go through under our more general
setup; cf. the calculations in [49] and [36, Chatper 8].) The linear map (eα− e′α) also
descends to a linear endomorphism of Uk: Given u ∈ UB of weight µ for U0

ζ , we have

(eα − e′α)(u) = (q
`(`−1+(µ,α∨))
α − 1)uE

(`)
α . Since ζ is a root for the leading polynomial,

we can cancel out the factor of (q − ζ) appearing in the denominator of E
(`)
α . Then

(eα− e′α) induces a linear endomorphism of Uk, and from the above formula it is clear
that this map map stabilizes the subspace Z. Now e′α = eα−(eα−e′α) induces a linear
map on Uk stabilizing the subalgebra Z. Equation (3.3.5) and Lemma 3.8 imply that

the linear map (Ad(E
(`)
α )− e′α) does the same, hence Ad(E

(`)
α ) = e′α + (Ad(E

(`)
α )− e′α)

does as well.
By an argument completely analogous to that performed in the preceding para-

graph, we can show that Ad(F
(`)
α ) stabilizes the central subalgebra Z. If char(k) = 0,

then this proves the claim, because in that case Uζ is generated as an algebra by uζ

and the elements
{
E

(`)
α , F

(`)
α : α ∈ Π

}
. So now assume char(k) 6= 0.
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Let c = F rKµE
s ∈ UA be a basis monomial as in (3.2.1). Assume that all parts

of r, s ∈ NN are divisible by `, and assume that µ ∈ `ZΦ. Then the image of c in
Uk is an element of Z, and Z is spanned by all such monomials. Fix n ∈ N, and
consider En

α ∈ UA ⊂ UA. Since UA is a Hopf algebra, we have Ad(En
α)(c) ∈ UA. Write

Ad(En
α)(c) =

∑
a′b,c,λF

bKλE
c, a sum of monomial basis elements in UA. Then

Ad(E(n)
α )(c) =

∑
ab,c,λF

bKλE
c, (3.3.8)

where ab,c,λ = a′b,c,λ/[n]!α ∈ (1/[n]!α)A. From Proposition 3.12 we conclude that in
fact ab,c,λ ∈ Z[q](〈φ`〉), the localization of Z[q] at the prime ideal generated by the `-th
cyclotomic polynomial φ`.

Strictly speaking, (3.3.8) is an equation in UQ(g), but if we replace each ab,c,λ

by its image in k(q), then we obtain a corresponding valid equation in Uk(g). (Note
that it does indeed make sense to consider the image of each ab,c,λ in k(q).) In this
context, Proposition 3.12 asserts that the coefficients ab,c,λ are actually elements of
B = B(〈q−ζ〉) ⊂ k(q), and if we specialize q 7→ ζ in (3.3.8), then we obtain a formula

for the adjoint action of E
(n)
α ∈ Uζ on c ∈ Z ⊂ Uk.

Set p to be the kernel of the unique ring homomorphism A → k sending q 7→
ζ. Then p is a prime ideal (because k is an integral domain). Let Ap denote the
localization of A at p. Then ab,c,λ ∈ Ap, and the map Ap → k factors through the
quotient Ap/(φ`)Ap, which identifies with a subalgebra of the ring Q[q]/(φ`)Q[q], a
cyclotomic field. We have already proven the claim in (a) for fields of characteristic
zero, so we know that the image of ab,c,λ in Ap/(φ`)Ap will be zero unless all parts of
b, c ∈ NN are divisible by ` and unless λ ∈ `ZΦ. This implies that the adjoint action
of E

(n)
α ∈ Uζ on c ∈ Z will have image in Z, as desired.

Remark 3.17. For each J ⊆ Π, the projection map Uk(g) � Uζ(g) induces algebra
isomorphisms Uk(uJ)

∼→ Uζ(uJ) and Uk(u+
J )

∼→ Uζ(u+
J ), so Proposition 3.12 can be

interpreted as saying that there is an adjoint action of Uζ(pJ) on Uζ(uJ). But to
conclude that the action of Uζ(g) on Uk(g) induces an action of Uζ on all of Uζ(g),
we would need to show that the ideal 〈K`

α ⊗ 1 − 1 ⊗ 1 : α ∈ Π〉 ⊂ Uk is a Uζ-stable
subspace. This is false, as the following example illustrates. (It is important here
not to become confused by the ambiguity of our notation. As a subset of Uk, the
set {Kα ⊗ 1− 1⊗ 1 : α ∈ Π} does not generate an Ad(Uζ)-stable subspace. But as
a subset of Uk, it does generate an Ad(Uζ)-stable subspace, as was remarked in the
proof of Corollary 3.14.)

Example 3.18. Let g = sl2. Write Φ+ = {α}. Then qα = q. Set E = Eα, K = Kα.
Let ` = 3, and set ζ = e2πi/3 ∈ C, a primitive third root of unity. Set k = Q(ζ). Then
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in Uk(g) we have

Ad(E(`))(K`) =
∑̀
i=0

(−1)iqi(`−1)E(`−i)KiK`K−iE(i)

=
3∑
i=0

(−1)iq2iE(3−i)q6iE(i)K3

=
3∑
i=0

(−1)iq8i

[
3

i

]
E(3)K3

= −q3(−1 + q2)3(1 + q2 + 2q4 + 2q6 + 2q8 + q10 + q12)E3K3

Evaluating at q = ζ, we get Ad(E(3))(K3) = 3i
√

3 · E3K3 ∈ Z, in agreement with
Proposition 3.16. But then Ad(E(3))(K3 − 1) = 3i

√
3 · E3K3 − 0 = 3i

√
3 · E3K3,

which is not an element of the ideal 〈K3 ⊗ 1 − 1 ⊗ 1〉 ⊂ Uk, because 3i
√

3 · E3K3 is
equivalent to 3i

√
3 · E3 6= 0 in Uζ .

The next result is immediate from Propositions 3.12 and 3.16 and Remark 3.17
(cf. [6, Proposition 2.9.2] and [9, Corollary 2.7.4] for the case char(k) = 0).

Corollary 3.19. Under the induced Adr-action of Uζ on Uk,

(a) Uζ(pJ) stabilizes Uζ(uJ), ZJ , and uζ(uJ).

(b) The action of uζ(pJ) on ZJ is trivial.

(c) Adr induces an action of hy(PJ) = Uζ(pJ)//uζ(pJ) on ZJ .

Let ZJ,ε denote the augmentation ideal of ZJ . It is a submodule for the Adr-action
of Uζ(pJ) on ZJ . Since Uζ(uJ) is a Hopf module algebra for Uζ(pJ), we conclude that
the subspace (ZJ,ε)

2 ⊂ ZJ,ε is also stable under the Adr-action of Uζ(pJ). This makes
ZJ,ε/(ZJ,ε)

2 a right hy(PJ) = Uζ(pJ)//uζ(pJ)-module. Equivalently, if we precompose
the structure map for ZJ,ε/(ZJ,ε)

2 with the antipode S of Uζ(pJ), then we can view
ZJ,ε/(ZJ,ε)

2 as a left hy(PJ)-module (or as a left PJ -module).
If char(k) = 0 and J = ∅, then the next proposition is just [6, Corollary 2.9.6].

Proposition 3.20. Fix J ⊆ Π.

(a) As left modules for hy(PJ), ZJ,ε/(ZJ,ε)
2 ∼= uJ , where the left action of hy(PJ)

on uJ is induced by the usual adjoint action of the parabolic subgroup PJ on
the Lie algebra uJ (i.e., the adjoint action in the sense of algebraic groups).

(b) The Adr-action of Uζ(pJ) on ZJ induces a Uζ(pJ)-equivariant algebra isomor-
phism H•(ZJ , k) ∼= Λ•(u∗J)[1].
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Proof. For any J ⊆ Π, there exists a natural isomorphism of ZΦ+-graded vector
spaces ZJ,ε/(ZJ,ε)

2 ∼= uJ . Suppose J = ∅ and char(k) = 0. Then, by [6, Corollary
2.9.6(i)], the left Ad-action of Uζ(b

+) on Z+
ε /(Z

+
ε )2 induces a left Uζ(b

+)-module
isomorphism Z+

ε /(Z
+
ε )2 ∼= (u+)[1], where the action of hy(B+) = Uζ(b

+)//uζ(b
+) on

u+ is induced by the usual adjoint action (i.e., the adjoint action in the sense of
algebraic groups) of the positive Borel subgroup B+ on the Lie algebra u+. Part (a)
then follows from (3.3.3) via a base-change argument like the one employed in the
proof of Proposition 3.16; the details are left to the reader.

Now suppose J ⊆ Π and char(k) are arbitrary. By part (a), there exists by
restriction a B-equivariant vector space isomorphism ZJ,ε/(ZJ,ε)

2 ∼→ uJ , with B acting
on uJ via the adjoint action. By Frobenius reciprocity, this isomorphism corresponds
to an injective PJ -module homomorphism ZJ,ε/(ZJ,ε)

2 ↪→ indPJB uJ . From the tensor
identity, we get indPJB uJ ∼= uJ ⊗ indPJB k = uJ ⊗ k = uJ , where PJ acts on the
right hand side via the adjoint action. By dimension comparison, we conclude that
ZJ,ε/(ZJ,ε)

2 ∼= uJ as PJ -modules, hence that ZJ,ε/(ZJ,ε)
2 ∼= u

[1]
J as left Uζ(pJ)-modules.

(The argument in this paragraph appears in the proof of [9, Lemma 5.4.1].)
According to Lemma 2.14, the adjoint action of Uζ(pJ) on ZJ makes H•(ZJ , k)

a left H-module algebra. Since ZJ is a polynomial algebra on generators F `
β, β ∈

Φ+\Φ+
J , there exists a graded algebra isomorphism H•(ZJ , k) ∼= Λ•(u∗J). (Here Λ•(u∗J)

denotes the exterior algebra on the vector space u∗J .) This algebra is generated in
degree one, so the action of Uζ(pJ) on H•(ZJ , k) is completely determined by the
action of Uζ(pJ) on H1(ZJ , k). Part (b) now follows from part (a) and the fact that
there exists a natural isomorphism H1(ZJ , k) ∼= (ZJ,ε/(ZJ,ε)

2)∗ compatible with the
adjoint action of Uζ(pJ). (The natural isomorphism is evident from the low degree
terms in the cobar resolution computing H•(ZJ , k); cf. also [31, Lemma 2.2].)
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Chapter 4

Cohomology of the
Frobenius–Lusztig kernel

In this chapter we apply the results of Chapters 2 and 3 to compute the structure of
the cohomology ringH•(uζ(g), k) for the Frobenius–Lusztig kernel uζ(g) of Uζ(g). Our
strategy is essentially the same as that in [9], though we are primarily interested in the
case char(k) > 0. One significant difference between the exposition here and that in
[9] is our implicit use, consistent with the exposition of Chapter 2, of adjoint actions
on cohomology induced by the right adjoint action Adr : Uk(g) → Endk(Uk(g))op.
The authors of [9] mistakenly consider adjoint actions on cohomology induced by the
left adjoint action Ad : Uk(g) → Endk(Uk(g)) (see Remark 2.13 for a justification of
the inadmissibility of Ad).

4.1 Cohomology of the De Concini–Kac quantum

algebra

Fix J ⊆ Π. The algebra Uζ(uJ) is a right Uζ(pJ)-module algebra by Corollary 3.19,
hence H•(Uζ(uJ), k) is a left Uζ(pJ)-module algebra by Theorem 2.11. By restriction,
H•(Uζ(uJ), k) is a left U0

ζ -module algebra.

Lemma 4.1. [9, Lemma 2.8.2, Corollary 2.8.3] For each n ∈ N, the cohomology
group Hn(Uζ(uJ), k) is a finite-dimensional weight module for U0

ζ . For each λ ∈ X,
the weight space H•(Uζ(uJ), k)λ is finite-dimensional.

Proof. Recall that uζ(uJ) ∼= Uζ(uJ)//ZJ . The algebra Uζ(uJ) is free over the central
subalgebra ZJ by Lemma 3.9. In particular, Uζ(uJ) is right ZJ -flat. It follows then
from Corollary 3.19 and Theorem 2.24 that there exists a spectral sequence of Uζ(pJ)-
modules satisfying

Ei,j
2 = H i(uζ(uJ), Hj(ZJ , k))⇒ H i+j(Uζ(uJ), k).
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By Corollary 2.20, the action of uζ(uJ) on Hj(ZJ , k) is trivial, so we can rewrite the
spectral sequence as

Ei,j
2 = Hj(ZJ , k)⊗H i(uζ(uJ), k)⇒ H i+j(Uζ(uJ), k). (4.1.1)

(The Hj(ZJ , k) term should be written on the left side of the tensor product in order
to preserve the Uζ(pJ)-module structure; cf. (2.1.4) for our convention on the diagonal
action of a Hopf algebra on the cobar resolution.) We have H•(ZJ , k) ∼= Λ•(u∗J)[1] as
a Uζ(pJ)-module algebra by Proposition 3.20, and for each i ∈ N the cohomology
group H i(uζ(uJ), k) is a finite-dimensional weight module for the adjoint action of
U0
ζ . (The cobar complex computing H•(uζ(uJ), k) is a complex of weight modules for

U0
ζ , so H•(uζ(uJ), k) is a weight module for U0

ζ . Given i ∈ N, the cohomology group
H i(uζ(uJ), k) is finite-dimensional because uζ(uJ) is a finite-dimensional algebra.)

Fix n ∈ N. The differentials of the spectral sequence (4.1.1) are U0
ζ -module

homomorphisms, and each term of the E2 page is a weight module for U0
ζ . Since a

submodule of a weight module is again a weight module, it follows that Hn(Uζ(uJ), k)
identifies with a weight submodule of the finite-dimensional vector space

⊕
i+j=nE

i,j
2 .

This proves the first claim of the lemma.
Now fix λ ∈ X. To show that H•(Uζ(uJ), k)λ is finite-dimensional, it suffices to

show (Ei,j
2 )λ = 0 for i � 0. First, Ei,j

2
∼= Hj(ZJ , k) ⊗ H i(uζ(uJ), k). If (Ei,j

2 )λ 6= 0,
then λ = ν + µ for some ν, µ ∈ X with Hj(ZJ , k)ν 6= 0 and H i(uζ(uJ), k)µ 6= 0. The
cohomology group H•(ZJ , k) is a finite-dimensional weight module for U0

ζ , so there
are only finitely many possibilities for ν ∈ X, hence only finitely many possibilities
for µ = λ − ν. Considering the possible weights occurring in each particular degree
of the cobar complex computing H•(uζ(uJ), k), it follows that for any fixed µ ∈ X,
H i(uζ(uJ), k)µ = 0 for all i� 0. This now implies the desired result for (Ei,j

2 )λ.

Set A = Uζ(uJ). Let B•(A) = A⊗•ε be the complex with differential d : Bn → Bn−1

defined by

d([a1| . . . |an]) =
n−1∑
i=1

(−1)i[a1| . . . |aiai+1| . . . |an]. (4.1.2)

Let C = C•(A) = Homk(B
•(A), k) denote the cobar complex computing H•(A, k).

(For convenience of notation, we have replaced the left bar resolution B•(A) discussed
in §2.1 by the complex B•(A) defined here. Of course, C•(A) ∼= HomA(B•(A), k) as
graded complexes. If we wanted to compute H•(A, V ) for some arbitrary (non-trivial)
A-module V , then we would need to compute the cohomology of the cochain com-
plex C•(A, V ) = HomA(B•(A), V ), and not merely the that of the cochain complex
Homk(B

•(A), V ).) The cup product `: Cn⊗Cm → Cn+m defined in (2.1.5) makes C
a differential graded algebra. By the proof of Lemma 2.14, the Adr-action of Uζ(pJ)
on Uζ(uJ) makes C a differential graded Uζ(pJ)-module algebra.

For n ∈ N, the set Cn(A) = Homk(A
⊗n
ε , k) is not a weight module for U0

ζ . Let
Cn
f (A) ⊂ Cn(A) denote the space of all n-cochains with support in finite-dimensional
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subspaces of A⊗nε . It is the unique largest weight module in Cn(A). Observe that
C•f = C•f (A) is a subcomplex of C•(A) and is closed under the cup product. Using
Lemma 4.1, we deduce that C•f (A) captures the cohomology of C•(A).

Lemma 4.2. H•(C•f (A)) ∼= H•(A, k).

Proof. The inclusion of complexes ϕ : C•f ↪→ C•(A) induces an algebra homomor-
phism H(ϕ) : H•(C•f ) → H•(A, k). From Lemma 4.1 we know that H•(A, k) is a
weight module for U0

ζ . To prove the surjectivity of H(ϕ) it then suffices to verify
the following claim: Given λ ∈ X and v ∈ Hn(A, k)λ, we can choose an n-cocycle
f ∈ Cn

f (A)λ such that cls(ϕf) = v. Indeed, let v ∈ Hn(A, k)λ, and choose an arbitrary
n-cocylce f ∈ Cn(A) = Homk(B

n(A), k) such that cls(f) = v. The complex B•(A)
decomposes as a direct sum of subcomplexes B•(A) =

⊕
µ∈X B•(A)µ (the weight space

decomposition of B•(A) for the Adr-action of U0
ζ ), hence the cochain complex C•(A)

decomposes as a direct product of chain complexes

C•(A) = Homk(
⊕

µ∈X B•(A)µ, k) =
∏

µ∈X Homk(B
•(A)µ, k).

Note that C•f (A) =
⊕

µ∈X Homk(B
•(A)µ, k), and C•(A)µ = Homk(B

•(A)µ, k).
Now write f =

∑
µ∈X fµ, where fµ denotes the restriction of f to Bn(A)µ. From

the above observations it follows that f is a cocycle in Cn(A) if and only if each fµ
is a cocycle in Cn(A). Set g = f − fλ. To prove cls(fλ) = v, it suffices to show that
g is a coboundary in Cn(A). Writing g =

∑
µ∈X gµ, we must show that each gµ is a

coboundary in Cn(A)µ = Homk(B
n(A)µ, k).

We have cls(g) ∈ Hn(A, k)λ, hence for each fixed u ∈ U0
ζ , the cocycle u.g − λ(u)g

must be a coboundary in Cn(A). In particular, for fixed µ ∈ X, u.gµ − λ(u)gµ =
(µ(u) − λ(u))gµ is a coboundary in Cn(A)µ. We can choose u ∈ U0

ζ such that 0 6=
y := µ(u) − λ(u) ∈ k. Then if y · gµ = δ(h) for h ∈ Cn−1(A)µ, then we also have
gµ = δ(y−1 · h), that is, gµ is a coboundary in Cn(A)µ. This proves that g is a
coboundary in Cn(A), hence that cls(ϕfλ) = cls(f) = v.

It remains to show that H(ϕ) is injective. It suffices to show that if f ∈ Cn(A)λ
is a cocycle, and if f = δ(g) for some g ∈ Cn−1(A), then we can choose g to be an
element of Cn−1(A)λ. Indeed, suppose f ∈ Cn(A)λ and g ∈ Cn−1(A) are as above.
Write g = g′ + g′′ for some g′ ∈ Cn−1(A)λ and some g′′ ∈ Homk(W

n−1, k). Here
W • =

⊕
µ 6=λB

•(A)µ. Note that Homk(W
•, k) is a subcomplex of C•(A). Now δ(g)

and δ(g′) are both elements of Cn(A)λ, hence

δ(g)− δ(g′) = δ(g′′) ∈ Cn(A)λ ∩ Homk(W
n, k) = {0} .

So f = δ(g) = δ(g′). This proves the claim.

Recall the multiplicative filtration of UQ(g) indexed by N2N+1 defined in §3.1.
This filtration restricts to a filtration on the integral form UA ⊂ UQ(g), hence induces
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a multiplicative filtration on the De Concini–Kac quantum algebra Uζ(g). By restric-
tion, we obtain a multiplicative filtration on the distinguished subalgebra Uζ(uJ).

Again, set A = Uζ(uJ). Applying Lemma 3.1, we obtain the following description
for the associated graded algebra grA (cf. [21, Proposition 1.7]): As an algebra, grA
is generated by indeterminates {

Xα : α ∈ Φ+\Φ+
J

}
(4.1.3)

subject to the relations

XαXβ = ζ(α,β)XβXα if α ≺ β. (4.1.4)

(We write α ≺ β if, in the notation of §1.2, we have α = γi, β = γj, and i < j.)
The filtration on Uζ(uJ) induces a multiplicative filtration on uζ(uJ) = Uζ(uJ)//ZJ .

(Equivalently, the filtration on UQ(g) restricts to a filtration on the integral form UA,
hence induces a filtration on Uζ(g) and its subalgebra uζ(uJ).) The associated graded
algebra gruζ(uJ) is generated by indeterminates (4.1.3) subject to (4.1.4), as well as
the following additional relations:

X`
α = 0 for each α ∈ Φ+\Φ+

J . (4.1.5)

So grA is a twisted polynomial ring, while gruζ(uJ) is a truncated twisted polynomial
ring. The Adr-action of U0

ζ on Uζ(uJ) induces right actions of U0
ζ on the graded

algebras grUζ(uJ) and gruζ(uJ), such that for each α ∈ Φ+\Φ+
J , the generator Xα is

of weight α for U0
ζ (i.e., in the notation of [3, §1.4], Xα · u = χα(u)Xα for all u ∈ U0

ζ ).
By a similar sort of analysis as that used to prove Lemmas 4.1 and 4.2, one can

prove the following result. The details are left to the reader.

Lemma 4.3. For each n ∈ N, the cohomology group Hn(grUζ(uJ), k) is a finite-
dimensional weight module for U0

ζ . For each λ ∈ X, the weight space H•(Uζ(uJ), k)
is finite-dimensional. The cohomology ring H•(grUζ(uJ), k) can be computed as the
cohomology of the cochain complex C•f (grUζ(uJ)) =

⊕
µ∈X C

•(grUζ(uJ))µ.

Let Λ•ζ,J denote the graded algebra with generators
{
xα : α ∈ Φ+\Φ+

J

}
, each of

graded degree one, subject to the relations

xαxβ + ζ−(α,β)xβxα = 0 if α ≺ β,

and x2
α = 0 for each α ∈ Φ+\Φ+

J .

Assigning the generator xα to have weight α for U0
ζ , the algebra Λ•ζ,J becomes a left

U0
ζ -module algebra. The following lemma generalizes an observation of Ginzburg and

Kumar. Certain details of the proof will be needed later in Chapter 5.

Lemma 4.4. [30, Proposition 2.1] There exists an isomorphism of graded U0
ζ -module

algebras H•(grUζ(uJ), k) ∼= Λ•ζ,J .
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Proof. Set A = Uζ(uJ). The relations (4.1.4) for grA imply by [56, Theorem 5.3]
that the algebra grA, viewed as an N-graded algebra with generators (4.1.3) each of
graded degree one, is a homogeneous Koszul algebra in the sense of [56, §2]. Then
H•(grA, k) ∼= Λ•ζ,J as graded algebras by [56, Theorem 2.5]. Under this isomorphism,
the element xα ∈ Λ1

ζ,J corresponds to the class of the cocyle f ∈ Homk((grA)ε, k)
satisfying f(Xα) = 1 and f(v) = 0 for all v ∈ V ⊂ (grA)ε. Here V ⊂ (grA)ε is the
vector subspace spanned by all monomials

∏
β∈Φ+\Φ+

J
X
aβ
β such that either aα 6= 1, or

else aα = 1 and aβ 6= 0 for some β 6= α. The statement on the U0
ζ -module algebra

structure of H•(grA, k) follows from the fact that f has weight α for U0
ζ .

Remark 4.5. Priddy [56] computes the cohomology of Z-graded algebras with co-
efficients in Z-graded modules via a Z-graded version of the Ext functor. That his
calculation for the Ext-algebra Ext•grUζ(uJ )(k, k) = H•(grUζ(uJ), k) agrees with the

(usual) non-graded version of Ext that we consider in this paper is a consequence of
the last statement in Lemma 4.3.

The following result can now be proved along the lines of [9, Proposition 2.9.1(b)].

Proposition 4.6. [9, Proposition 2.9.1(b)] For each λ ∈ X and n ∈ N, we have

dimHn(Uζ(uJ), k)λ ≤ dim(Λn
ζ,J)λ.

Let ` be an odd positive integer satisfying Assumption 1.5. Define the subset
Φ0 ⊆ Φ by

Φ0 = Φ0,` = {α ∈ Φ : (ρ, α∨) ≡ 0 mod `} .

Theorem 4.7. [9, Theorem 3.5.1] Let ` be as in Assumption 1.5. Then there exists
an element w ∈ W and a subset J ⊆ Π such that w(Φ0) = ΦJ .

If ` ≥ h, h the Coxeter number of Φ, then Φ0 = ∅, w = 1 and J = ∅. For arbitrary
` satisfying Assumption 1.5, explicit descriptions for elements w ∈ W and subsets
J ⊆ Π satisfying Theorem 4.7 are given in [13, §§3.3–3.7] and [9, §§3.3,9.1].

Set M = H0(Uζ(pJ)/Uζ(b), w · 0)∗ = ∇ζ,J(w · 0)∗ ∼= ∇ζ,J(−w0,J(w · 0)). The
highest weight of M is −w0,J(w · 0). According to [9, Lemma 4.1.1], the weight
w · 0 is a J-Steinberg weight. Then M is irreducible for Uζ(lJ), and is irreducible,
injective, and projective for uζ(lJ). (If char(k) = 0, then M is even injective in the
category of finite-dimensional modules for Uζ(lJ); see [5, §9.10]. This property fails if
char(k) > 0.) We have M = Lζ,J(w · 0)∗ ∼= Lζ,J(−w0,J(w · 0)).

The Adr-action of Uζ(pJ) on Uζ(uJ) makes H•(Uζ(uJ), k) a left Uζ(pJ)-module
algebra. Together with the defining action of Uζ(pJ) on M , we obtain an action of
Uζ(pJ) on Homk(M,H•(Uζ(uJ), k)) (i.e., the standard diagonal action of Uζ(pJ) on
Homk(M,H•(Uζ(uJ), k)); see Remark 2.13).

Given a Hopf algebra A, a subalgebra B, and A-modules V and W , there is,
a priori, no reason to expect that the standard diagonal action of A on Homk(V,W )



45

should stabilize the subspace HomB(V,W ). If, however, the antipode S of A is bijec-
tive, and if B is a normal Hopf subalgebra of A, then the result does hold. Indeed,
if the antipode of A is bijective, then by [5, Proposition 2.9] we have HomB(V,W ) =
Homk(V,W )B, and Homk(V,W )B is an A-submodule of Homk(V,W ) by the nor-
mality of B in A. In the present situation, we conclude that, for each n ∈ N,
Homuζ(lJ )(M,Hn(Uζ(uJ), k)) is a Uζ(lJ)-module on which uζ(lJ) acts trivially, hence
a (finite-dimensional, integrable) Uζ(lJ)//uζ(lJ) ∼= hy(LJ)-module. In what follows
we will explicitly determine the hy(LJ)-module structure of this set.

Proposition 4.8. [9, Proposition 4.2.1(a)] Let ` be as in Assumption 1.5. Assume
moreover that ` - n+1 when Φ is of type An, and ` 6= 9 when Φ is of type E6. Choose
w ∈ W such that w(Φ0) = ΦJ , and let ν ∈ X. Suppose γ := −w0,J(w · 0) + `ν is a
J-dominant weight in Λi

ζ,J . Then ν = 0 and i = `(w).

Theorem 4.9. (cf. [9, Theorem 4.3.1]) Let ` be as in Assumption 1.5. Assume
moreover that ` - n+1 when Φ is of type An, and ` 6= 9 when Φ is of type E6. Choose
w ∈ W such that w(Φ0) = ΦJ . Then there exists an isomorphism of Uζ(lJ)-modules

Homuζ(lJ )(M,H i(Uζ(uJ), k)) ∼=

{
0 i 6= `(w)

k i = `(w)
.

Proof. Fix i ∈ N, and set V = Homuζ(lJ )(M,H i(Uζ(uJ), k)). Suppose V 6= 0. As
remarked above, the Uζ(lJ)-action on V factors through Uζ(lJ)//uζ(lJ) ∼= hy(LJ).
Then any Uζ(lJ)-composition factor of V will have the form LJ(ν)[1] for some J-
dominant weight ν. Here LJ(ν) is the simple LJ -module of highest weight ν ∈ X+

J .
Suppose LJ(ν)[1] occurs as a Uζ(lJ)-composition factor of V . Then, in particular,

`ν occurs as a weight of U0
ζ in V . Since the `ν-weight space of V is naturally iso-

morphic to the space of uζ(lJ)U0
ζ -equivariant linear maps Lζ,J(−w0,J(w · 0)) ⊗ `ν →

H i(Uζ(uJ), k), we conclude that γ := −w0,J(w · 0) + `ν must occur as a weight of U0
ζ

in H i(Uζ(uJ), k). By Propositions 4.6 and 4.8, the only possibilities for ν and i are
ν = 0 and i = `(w). So V = 0 if i 6= `(w).

Assume i = `(w). The weight −w0,J(w · 0) occurs with multiplicity one in Λ
`(w)
ζ,J ,

hence it occurs in H`(w)(Uζ(uJ), k) with multiplicity at most one by Proposition 4.6.
Then either V = 0, or else V ∼= k as a Uζ(lJ)-module. The fact that V 6= 0 is a
corollary of the proof of Theorem 4.17; we defer the details until then.

Remark 4.10. In the case char(k) = 0, Bendel et al. [9] prove V = k by a calcu-
lation involving formal characters. Their argument relies on the fact that, if γ is a
J-Steinberg weight, then the induced module ∇ζ,J(γ) is injective for Uζ(lJ). This
property fails if char(k) > 0, so we rely on a more indirect argument to show V 6= 0.
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4.2 Cohomology of the Frobenius–Lusztig kernel

Our first goal in this section is to verify the equivalent conditions of Lemma 2.1 for
certain pairs of algebras, hence to show that the theory in Chapter 2 can be applied
to the computation of cohomology for the Frobenius–Lusztig kernel uζ(g).

Lemma 4.11. Fix J ⊆ Π. The algebra uζ(pJ) is free for both the left and right
regular actions of the subalgebras uζ(lJ) and uζ(uJ) on uζ(pJ).

Proof. Multiplication in uζ(pJ) induces isomorphisms of vector spaces

uζ(lJ)⊗ uζ(uJ)
∼→ uζ(pJ)

∼← uζ(uJ)⊗ uζ(lJ).

Then uζ(pJ) is a free (left or right) module for uζ(lJ) (resp. uζ(uJ)), with basis given
by any basis for uζ(uJ) (resp. uζ(lJ)).

The next result generalizes [16, Theorem 1] to quantized enveloping algebras of
arbitrary rank.

Proposition 4.12. Fix J ⊆ Π. The algebra Uζ(pJ) is a smash product of the
hyperalgebra hy(PJ) and the Frobenius–Lusztig kernel uζ(pJ). The algebra Uζ(pJ) is
a free (in particular, flat) module for both the left and right regular actions of uζ(pJ)
on Uζ(pJ).

Proof. We prove the proposition by showing that the pair (A,B) = (Uζ(pJ), uζ(pJ))
satisfies the hypotheses of Theorem 2.3. The statement on the left freeness of Uζ(pJ)
for the action of uζ(pJ) will then follow from Theorem 2.3; the statement on the right
freeness is obtained by applying the antipode S of Uζ(pJ).

We follow the strategy in the proof of [41, Theorem 5.1(i)]. Set St` = Lζ((`−1)ρ),
the Steinberg module for Uζ(g). It is well-known that St` ∼= u−ζ as u−ζ -modules (the
Steinberg module St` is simultaneously the projective cover and the injective hull of
the trivial module for u−ζ , cf. [3, §2.1]). Set p = pJ . Define the functor coind from

the category of u−ζ -modules to the category of uζ(p)-modules by

coind(V ) = uζ(p)⊗u−ζ V

(i.e., coind is the tensor induction functor from u−ζ to uζ(p).) Then uζ(p) ∼= coind(u−ζ ).

If u−ζ were a Hopf-subalgebra of uζ(p), then the tensor identity for the tensor
induction functor would yield the series of uζ(p)-module isomorphisms

uζ(p) ∼= coind(u−ζ ) ∼= coind(k ⊗ St` |u−ζ ) ∼= coind(k)⊗ St` . (4.2.1)

But u−ζ is not a Hopf-subalgebra of uζ(p). Still, in this case, the usual maps giving
the inverse isomorphisms of the tensor identity yield the isomorphisms of (4.2.1).
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Specifically, the following linear maps are well-defined uζ(p)-module isomorphisms:

ϕ : coind(k ⊗ St`)→ coind(k)⊗ St` h⊗ (v ⊗ w) 7→
∑

(h(1) ⊗ v)⊗ h(2)w

ψ : coind(k)⊗ St` → coind(k ⊗ St`) (h⊗ v)⊗ w 7→
∑

h(1) ⊗ (v ⊗ S(h(2))w)

Here h ∈ uζ(p), v ∈ k, and w ∈ St`. Since u−ζ is not a Hopf-subalgebra of uζ(p), the
well-definedness of ϕ and ψ is dependent on the first factor in coind(k ⊗ St`) being
the trivial module.

So now uζ(p) ∼= coind(k)⊗St` as a left uζ(p)-module. Let L1, . . . , Lr be the uζ(p)-
composition factors for coind(k). Then the left regular representation of uζ(p) admits
a filtration with quotients L1 ⊗ St`, . . . , Lr ⊗ St`. Since St` is projective for uζ(p), so
is each Li ⊗ St`, hence there exists an isomorphism of left uζ(p)-modules

uζ(p) ∼= (L1 ⊕ · · · ⊕ Lr)⊗ St` .

Since each Li can be lifted to a simple Uζ(p)-module, we have L1⊕ · · · ⊕Lr ∼= V |uζ(p)

for some completely reducible Uζ(p)-module V . Then as a left uζ(p)-module, uζ(p) ∼=
(V ⊗ St`)|uζ(p), the restriction to uζ(p) of a Uζ(p)-module.

Remark 4.13. Given the results of Lemma 4.11 and Proposition 4.12, the results of
Chapter 2 can now be applied to the pairs (A,B) = (Uζ(pJ), uζ(pJ)), (uζ(pJ), uζ(uJ)),
etc. In particular, given such a pair, and given an A-module V , there exists a natural
isomorphismRn(−B)(V ) ∼= Hn(B, V ). (If char(k) = 0, and if we restrict our attention
to finite-dimensional modules, then we can bypass Proposition 4.12 and note that the
conclusion of Lemma 2.1 holds for (say) the pair (Uζ(g), uζ(g)) by [5, Theorem 9.12].
This approach fails in general, for if char(k) > 0, then St` is not injective in the
category of all finite-dimensional Uζ(g)-modules.)

Theorem 4.14. (cf. [9, Theorem 5.1.1]) Let ` be as in Assumption 1.5, and let w ∈ W
be such that w(Φ0) = ΦJ . Then there exists a first quadrant spectral sequence of
G-modules satisfying

Ei,j
2 = Ri indGPJ H

j(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0)⇒ H i+j−`(w)(uζ(g), k). (4.2.2)

Proof. The proof is essentially the same as that of [9, Theorem 5.1.1]. Set p = pJ , and
set P = PJ . Define functors F1,F2 from the category of integrable Uζ(p)-modules to
the category of rational G-modules by setting

F1(−) = (−)uζ(g) ◦H0(Uζ/Uζ(p),−),

F2(−) = indGP (−) ◦ (−)uζ(p).

The functors F1,F2 are naturally equivalent because they are both right adjoint to the
functor G(−) = (−)[1]|Uζ(p) from the category of rational G-modules to the category
of integrable Uζ(p)-modules.
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We make some preliminary observations. First, the functor (−)uζ(p) is right adjoint
to the (exact) forgetful functor (−)[1] from the category of rational P -modules to the
category of integrable Uζ(p)-modules, hence maps injective integrable modules for
Uζ(p) to injective rational P -modules. Second, the induction functor H0(Uζ/Uζ(p),−)
maps injective integrable modules for Uζ(p) to injective integrable modules for Uζ(g).
Third, injective integrable modules for Uζ(g) (resp. Uζ(p)) remain injective when
considered as objects in the category of all uζ(g)-modules (resp. uζ(p)-modules). This
last observation follows by a standard argument (see, e.g., [18, Proposition 2.1] or [55,
Theorem 2.9.1]) and from the fact that the induction functors H0(Uζ/uζ(g),−) and
H0(Uζ(p)/uζ(p),−) are exact [3, Corollary 2.3].

In the definition of the functor F1, we are considering (−)uζ(g) as a functor from the
category of integrable Uζ(g)-modules to the category of rational G-modules (equiva-
lently, the category of integrable Uζ(g)//uζ(g)-modules). The right derived functors
Ri(−uζ(g)) are defined in terms of injective resolutions by integrable Uζ(g)-modules.
Because (and only because) we have observed that injective integrable modules for
Uζ(g) restrict to injective modules for uζ(g), we can identify the right derived functors
Ri(−uζ(g)) with the cohomology functors H i(uζ(g),−). Similarly, we can identify the
right derived functors of (−)uζ(p) with the cohomology functors H i(uζ(p),−).

The observations of the above paragraphs imply for any integrable Uζ(p)-module
M the existence of spectral sequences

′Ei,j
2 = H i(uζ(g), Hj(Uζ/Uζ(p),M))⇒ (Ri+jF1)(M), and

Ei,j
2 = Ri indGP H

j(uζ(p),M)⇒ (Ri+jF2)(M),

necessarily converging to the same abutment. There also exists a spectral sequence
as follows (cf. [37, I.4.5]):

Ri ind
Uζ(g)

Uζ(pJ ) R
j ind

Uζ(pJ )

Uζ(b) w · 0⇒ Ri+j ind
Uζ(g)

Uζ(b) w · 0. (4.2.3)

Since w · 0 is J-dominant by [9, Lemma 4.1.1], we have Rj ind
Uζ(pJ )

Uζ(b) w · 0 = 0 for

j > 0 by Kempf’s vanishing theorem [57, Corollary 5.5]. (The version of Kempf’s
vanishing theorem proved in [57] admits the possibility char(k) > 0.) Then the
spectral sequence (4.2.3) collapses, and yields by [1, Corollary 3.8] that

Ri ind
Uζ(g)

Uζ(pJ ) ind
Uζ(pJ )

Uζ(b) w · 0 =

{
k i = `(w)

0 i 6= `(w)

Then, taking M = ind
Uζ(pJ )

Uζ(b) w · 0, the first spectral sequence ′Ei,j
2 collapses to yield

(R•+`(w)F1)(ind
Uζ(pJ )

Uζ(b) w · 0) ∼= H•(uζ(g), k). Combining this with the second spectral

sequence Ei,j
2 yields the spectral sequence (4.2.2) of the theorem.
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Consider the spectral sequence of Theorem 2.24 with A = uζ(pJ), B = uζ(uJ),

H = Uζ(pJ), and V = ind
Uζ(pJ )

Uζ(b) w · 0. We have

Ei,j
2 = H i(uζ(lJ), Hj(uζ(uJ), ind

Uζ(pJ )

Uζ(b) w · 0))⇒ H i+j(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0). (4.2.4)

The action of Uζ(uJ) (in particular, the action of uζ(uJ)) on V is trivial, so there exists
an isomorphism of Uζ(pJ)-modules H•(uζ(uJ), V ) ∼= V ⊗H•(uζ(uJ), k). Contrary to
the notation of [9], to preserve the Uζ(pJ)-module structure, V must appear on the
left hand side of the above tensor product, cf. the remark in the proof of Lemma 4.1.
We may thus reidentify the E2 term of (4.2.4) as

Ei,j
2 = H i(uζ(lJ), ind

Uζ(pJ )

Uζ(b) w · 0⊗Hj(uζ(uJ), k))⇒ H i+j(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0).

(4.2.5)

We will use this form of (4.2.4) to describe the structure of H•(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w ·0).

First we make some preliminary observations.
The standard diagonal action of Uζ(g) on V ∗ = Homk(V, k) makes V ∗ a Uζ(g)-

module: If f ∈ V ∗, v ∈ V , and h ∈ Uζ(g), then (h.f)(v) = f(S(h).v). With this

action of Uζ(g) on V ∗, the contraction map V ∗ ⊗ V c→ k, f ⊗ v 7→ f(v), is a Uζ(g)-
module homomorphism. The map τ : k → V ⊗ V ∗, defined to be the composition of
the inclusion k ↪→ Endk(V ), a 7→ a · idV , with the canonical isomorphism Endk(V ) ∼=
V ⊗ V ∗, is also a homomorphism of Uζ(g)-modules. In particular, c and τ are uζ(lJ)-
module homomorphisms. If W is an arbitrary uζ(lJ)-module, it follows then that
there exists a natural vector space isomorphism (cf. [5, Proposition 1.18]):

Homuζ(lJ )(V
∗,W ) ∼= Homuζ(lJ )(k, V ⊗W ).

Now take W = H•(uζ(uJ), k). It is trivial as module for uζ(uJ) by Example 2.16.

The action of uζ(uJ) on V ∗ ∼= (ind
Uζ(pJ )

Uζ(b) w · 0)∗ is also trivial. Then

Homuζ(lJ )(V
∗,W ) = Homuζ(pJ )(V

∗,W ).

By the comments made prior to Proposition 4.8, we conclude that Homuζ(lJ )(V
∗,W )

is a submodule for the standard diagonal action of Uζ(pJ) on Homk(V
∗,W ). The

action of Uζ(pJ) factors through the quotient hy(PJ) = Uζ(pJ)//uζ(pJ).
The “nilpotent” algebra Uk(u

+
J ) is a left coideal subalgebra of Uk(g), that is,

it is a subalgebra of Uk(g) and ∆(Uk(u
+
J )) ⊆ Uk(g) ⊗ Uk(u

+
J ). Indeed, let I ⊂

Uk(g) be the subalgebra generated by {Eα : α ∈ Π\J}. It is a left coideal subalgebra.
(This is clear from (1.1.7).) Let I ′ denote the subalgebra of Uk(g) generated by
Ad(Uk(l

+
J ))(I). It is a left coideal by [45, Lemma 1.2], and I ′ ⊂ Uk(uJ) by Proposition

3.10. Let n+
J = l+J ∩ u+. Then Uk(n

+
J ) is the subalgebra of Uk(u

+) generated by
{Eα : α ∈ J}, and multiplication induces an isomorphism of vector spaces Uk(l

+
J ) ∼=

Uk(n
+
J ) ⊗ U0

k. Since Ad(U0
k)(I) = I, we have I ′ = Ad(Uk(n

+
J ))(I). To prove the
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equality I ′ = Uk(u
+
J ), we first consider the smash product I ′#Uk(n

+
J ). As a vector

space, I ′#Uk(n
+
J ) = I ′⊗Uk(n

+
J ), and the multiplication is given by (x⊗ y)(x′⊗ y′) =∑

xAd(y(1))(x
′)⊗ y(2)y

′ for x, x′ ∈ I ′ and y, y′ ∈ Uk(n
+
J ). Now there exists a natural

algebra homomorphism µ : I ′#Uk(n
+
J ) → Uk(u

+), x ⊗ y 7→ xy, which is clearly
surjective because its image contains a set of generators for Uk(u

+). The map µ is
injective because of the triangular decomposition Uk(u

+) ∼= Uk(u
+
J ) ⊗ Uk(n

+
J ). So µ

is an isomorphism. By comparing the dimensions of weight spaces in Uk(u
+) and

I ′#Uk(n
+
J ), we then conclude that I ′ = Uk(u

+
J ).

Applying the identities ∆ ◦ κ = (κ ⊗ κ) ◦ T ◦ ∆ (where T : a ⊗ b 7→ b ⊗ a
is the transposition) and κ(Uk(u

+
J )) = Uk(uJ), we conclude that Uk(uJ) is a right

coideal subalgebra of Uk(g) (i.e., it is a subalgebra and ∆(Uk(uJ)) ⊆ Uk(uJ)⊗Uk(g)).
It follows that uζ(uJ) is a right coideal subalgebra of uζ(g). Moreover, given γ ∈
Φ+\Φ+

J , we have ∆(Fγ) ∈ 1 ⊗ Fγ + uζ(uJ)ε ⊗ uζ(g). As usual, uζ(uJ)ε denotes the
augmentation ideal of uζ(uJ). This implies that the Uζ(pJ)-module V ⊗W is trivial as
a module for uζ(uJ), hence that Homuζ(lJ )(k, V ⊗W ) = Homuζ(pJ )(k, V ⊗W ). Then
Homuζ(lJ )(k, V ⊗W ) is also module for the diagonal action of Uζ(pJ), and the action
factors through the quotient hy(PJ) = Uζ(pJ)//uζ(pJ).

Lemma 4.15. The vector space isomorphism

Homuζ(pJ )(V
∗,W ) ∼= Homuζ(pJ )(k, V ⊗W ) (4.2.6)

is an isomorphism of hy(PJ)-modules.

Proof. The explicit isomorphism is given by

ϕ : Homuζ(pJ )(k, V ⊗W )→ Homuζ(pJ )(V
∗,W ),

where if g ∈ V ∗ and f ∈ Homuζ(pJ )(k, V ⊗W ), then ϕ(f)(g) = (g⊗ idW ) ◦ f(1). The
lemma now follows by a straight-forward calculation, using the fact the coproduct
on hy(PJ) (which is induced by the coproduct on Uζ(pJ)) is cocommutative, and the
fact that antipode S of hy(PJ) (which is induced by the antipode of Uζ(pJ)) squares
to the identity.

Proposition 4.16. (cf. [9, Proposition 5.2.1]) Let w ∈ W (once again the Weyl group
of Φ) and J ⊆ Π be such that w(Φ0) = ΦJ . Then for each j ≥ 0, there exists an
isomorphism of hy(PJ)-modules

Hj(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0) ∼= Homuζ(lJ )((ind
Uζ(pJ )

Uζ(b) w · 0)∗, Hj(uζ(uJ), k). (4.2.7)

Proof. Since V = ind
Uζ(pJ )

Uζ(b) w · 0 is injective for uζ(lJ), in the spectral sequence (4.2.5)

we have Ei,j
2 = 0 for all i > 0. Then (4.2.5) collapses at the E2-page, yielding the

Uζ(pJ)-module isomorphism

Hj(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0) ∼= Homuζ(lJ )(k, V ⊗Hj(uζ(uJ), k).

Application of Lemma 4.15 then gives (4.2.7).
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Theorem 4.17. (cf. [9, Theorem 5.3.1]) Let ` be as in Assumption 1.5. Assume
moreover that ` - n+1 when Φ is of type An, and ` 6= 9 when Φ is of type E6. Choose
w ∈ W such that w(Φ0) = ΦJ . Then there exists a U0

ζ -module isomorphism

Hs(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0) ∼= S
s−`(w)

2 (u∗J)[1]. (4.2.8)

Proof. The proof follows the same strategy as the proof of [9, Theorem 5.3.1], namely,
investigating the U0

ζ -module structure of the Hom-set on the right side of the isomor-
phism (4.2.7). We will also show how the possibility V = 0 in the proof of Theorem
4.9 would lead a contradiction.

First recall the notation from [9, §5.3]: M = (ind
Uζ(pJ )

Uζ(b) w · 0)∗, and G(−) is the

functor on the category of Uζ(pJ)-modules defined by G(−) = Homuζ(lJ )(M,−). The

module M is projective for uζ(lJ), so G is exact. We have N =
∣∣Φ+\Φ+

J

∣∣, and
f1, . . . , fN is an arbitrary fixed ordering of the root vectors in Uζ(uJ) corresponding
to the elements {γ1, . . . , γN} of Φ+\Φ+

J . (The notation here is inconsistent with that of
§1.2, but the reader should have no trouble making the readjustment for the remainder
of the section.) For each 1 ≤ i ≤ N , f `i is central in Uζ(uJ) by Lemma 3.8, and for
each 0 ≤ i ≤ N , the algebra Ai is defined by Ai = Uζ(uJ)//〈f `1 , . . . , f `i 〉, where 〈· · ·〉
denotes “the subalgebra generated by · · · .” Then A0 = Uζ(uJ), and AN = uζ(uJ).
For 1 ≤ i ≤ N , we have Bi = 〈f `i 〉 ⊂ Ai−1, a normal central subalgebra of Ai−1

isomorphic to a polynomial algebra in one variable and over which Ai−1 is free. Also,
Ai−1//Bi

∼= Ai. Finally, for 0 ≤ i ≤ N , Vi denotes the i-dimensional vector space
with basis {x1, . . . , xi}. The vector space Vi is given the structure of a U0

ζ -module by
assigning xi to have weight γi. Then V0 = {0}, and VN ∼= u∗J as U0

ζ -modules.
It follows from Corollary 3.19 that, for each 1 ≤ i ≤ N , the algebra Ai is a right

uζ(lJ)U0
ζ -module algebra, and Bi ⊂ Ai is a right uζ(lJ)U0

ζ -submodule of Ai. Then for
each 1 ≤ i ≤ N , there exists by Theorem 2.24 a spectral sequence of uζ(lJ)U0

ζ -modules
satisfying

′Ea,b
2 = Ha(Ai, H

b(Bi, k))⇒ Ha+b(Ai−1, k)

Since Bi is central in Ai−1, the action of Ai = Ai−1//Bi on H•(Bi, k) is trivial by
Corollary 2.20, so we may rewrite the spectral sequence as

′Ea,b
2 = Hb(Bi, k)⊗Ha(Ai, k)⇒ Ha+b(Ai−1, k) (4.2.9)

(Once again, the factor Hb(Bi, k) should go on the left side of the tensor product.)
The functor G is exact on the category of uζ(lJ)-modules; applying it to the spectral
sequence (4.2.9), and using the fact that the adjoint action of uζ(lJ) on H•(Bi, k) is
trivial (cf. Corollary 3.19(b)), we obtain the new spectral sequence of U0

ζ -modules:

Ea,b
2 = Hb(Bi, k)⊗ G (Ha(Ai, k))⇒ G

(
Ha+b(Ai−1, k)

)
. (4.2.10)
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Assuming the validity of Theorem 4.9, Bendel et al. use (4.2.10) in order to prove,
by induction on i, that for each 0 ≤ i ≤ N , there exists a U0

ζ -module isomorphism

G (Hs(Ai, k)) ∼=

{
Sr(Vi)

[1] if s = 2r + `(w)

0 else.
(4.2.11)

We sketch their proof of the claim, and also indicate how V = 0 in the proof of
Theorem 4.9 would lead to the conclusion G(H•(Ai, k)) = 0 for all 0 ≤ i ≤ N .

First observe the following U0
ζ -module isomorphism (cf. Lemma 4.4):

Hb(Bi, k) =


k if b = 0

k
[1]
i if b = 1

0 else.

Here ki denotes the one-dimensional U0
ζ -module of weight γi. Then Ea,b

2 = 0 if b ≥ 2,

and the only possible non-zero differentials in (4.2.10) have the form d2 : Ea,1
2 →

Ea+2,0
2 . Also, Ea,1

2
∼= Ea,0

2 ⊗ k
[1]
i , so Ea,1

2 6= 0 if and only if Ea,0
2 6= 0.

First suppose V = 0 in the proof of Theorem 4.9, and suppose by way of induction
that, for fixed 1 ≤ i ≤ N , G(H•(Aj, k)) = 0 for all 0 ≤ j ≤ i − 1. (The assumption
V = 0 is equivalent to the base case i = 1.) Then E0,0

2 = E0,0
∞
∼= G(H0(Ai−1, k)) = 0,

so G(H0(Ai, k)) = 0. Also, E1,0
2 = 0, so G(H1(Ai, k)) = 0. Now suppose, by induction,

that G(Hj(Ai, k)) = 0 for all 0 ≤ j ≤ a, hence that Ej,b
2 = 0 for all 0 ≤ j ≤ a. Then

Ea,1
2 = Ea,1

∞ = 0 and Ea−1,1
2 = 0, hence

Ea+1,0
2 = Ea+1,0

2 /d2(Ea−1,1
2 ) = Ea+1,0

∞
∼= G(Ha+1(Ai−1, k)) = 0.

It follows that G(Ha+1(Ai, k)) = 0. By induction, we conclude that G(H•(Ai, k)) = 0,
and then by induction on i we conclude that G(H•(Ai, k)) = 0 for all 0 ≤ i ≤ N . In
particular,

0 = G(H•(AN , k)) = Homuζ(lJ )(M,H•(uζ(uJ), k)) ∼= H•(uζ(pJ), ind
Uζ(pJ )

Uζ(b) w · 0).

But then every term of the E2-page of (4.2.2) is zero, which implies by Theorem 4.14
that H•(uζ(g), k) = 0. This is an obvious contradiction, since H0(uζ(g), k) = k 6= 0,
so we must conclude that V 6= 0 in the proof of Theorem 4.9.

Having established the validity of Theorem 4.9, we now summarize the proof of
the claim (4.2.11). The argument is by induction on i: the base case i = 0 is Theorem
4.9, while the case i = N is equivalent to the statement of Theorem 4.17.

Assume (4.2.11) is true for i− 1. Set

A = min
{
a ∈ N : Ea,0

2 6= 0
}

= min
{
a ∈ N : Ea,1

2 6= 0
}
.
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Then EA,0
∞
∼= EA,0

2 /d2(EA−1,1
2 ) = EA,0

2 6= 0, so by induction, A = `(w). In particular,
G(Ha(Ai, k)) = 0 for a < `(w). Then

E
`(w)+1,0
2 = E

`(w)+1,0
2 /d2(E

`(w)−1,1
2 ) ∼= E`(w)+1,0

∞ ⊂ G(H`(w)+1(Ai−1, k)) = 0,

and by induction, E
`(w)+a,0
2 = 0 = E

`(w)+a,1
2 for all odd a > 0.

Now, for even a ≥ 0, we have

ker(d
`(w)+a,1
2 ) ⊆ E`(w)+a,1

∞ ⊆ G(H`(w)+a+1(Ai−1, k)) = 0,

so d2 : E
`(w)+a,1
2 → E

`(w)+a+2,0
2 is an injective U0

ζ -module homomorphism. Then, for
all even a ≥ 0, we have the U0

ζ -module isomorphisms

E`(w)+a,0
∞

∼= G(H`(w)+a(Ai−1, k)) = Sa/2(Vi−1)[1].

It follows that there exists a short exact sequence of U0
ζ -modules

0→ E
`(w)+a−2,1
2 → E

`(w)+a,0
2 → Sa/2(Vi−1)[1] → 0.

By induction on a = 2r, we can rewrite the short exact sequence as

0→ k
[1]
i ⊗ Sr−1(Vi)

[1] → G(H`(w)+2r(Ai, k))→ Sr(Vi−1)[1] → 0.

Then, as a U0
ζ -module,

G(H`(w)+2r(Ai, k)) ∼=
(
k

[1]
i ⊗ Sr−1(Vi)

[1]
)
⊕ Sr(Vi−1)[1].

The left side of the direct sum identifies with the space of all degree-r homogeneous
polynomials in the xj (1 ≤ j ≤ i) containing at least one factor of xi, and the right
side of the direct sum identifies with all degree-r homogeneous polynomials in xj
with 1 ≤ j ≤ i − 1. So, as a U0

ζ -module, G(H`(w)+2r(Ai, k)) ∼= Sr(Vi)
[1]. This proves

(4.2.11) for s = 2r + `(w), and by induction we obtain it for all s ≥ 0.
Now (4.2.11) holds for i, and by induction we obtain it for all 0 ≤ i ≤ N . Appli-

cation of Proposition 4.16 shows that the case i = N is equivalent to the statement
of the theorem. This completes the proof.

Proposition 4.18. (cf. [9, Lemma 5.4.1]) The isomorphism (4.2.8) of Theorem 4.17
extends to an isomorphism of Uζ(pJ)-modules, where the action of Uζ(pJ) on S•(u∗J)[1]

is that induced by the coadjoint action of hy(PJ) on S•(u∗J).

Proof. We follow the same strategy used by Bendel et al. to prove [9, Lemma 5.4.1],
namely, we show by induction on s that the Uζ(pJ)-module structure on the right side
of the isomorphism (4.2.8) is induced by the coadjoint action of hy(PJ) on S•(u∗J).
The authors of [9] are not explicit about the details of their induction argument; we
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fill in the details here, and obtain as a byproduct new information on the cohomology

algebra H•(uζ(uJ), k). Retain the notations M = (ind
Uζ(pJ )

Uζ(b) w · 0)∗ and G(−) =

Homuζ(lJ )(M,−) from the proof of Theorem 4.17.
Consider the spectral sequence of Uζ(pJ)-modules from Lemma 4.1:

′Ea,b
2 = Hb(ZJ , k)⊗Ha(uζ(uJ), k)⇒ Ha+b(Uζ(uJ), k). (4.2.12)

It is a spectral sequence of algebras. In particular, the differential d2 is a derivation: if
x ∈ Hb(ZJ , k) and y ∈ Ha(uζ(uJ), k), then d2(xy) = d2(x)y + (−1)bx.d2(y) = d2(x)y.
(We have ′Ea,0

2 ⊆ ker(d2) because (4.2.12) is a first quadrant spectral sequence.)
Evidently, the differential d2 is completely determined by its restriction to the col-
umn ′E0,•

2 = H•(ZJ , k). Also, the E2-page of (4.2.12) is a module for the algebra
H•(ZJ , k). The algebra structure of (4.2.12) makes ′E•,•2 a Uζ(pJ)-module algebra.
Of course, the Uζ(pJ)-module algebra structure of H•(ZJ , k) is known by Proposition
3.20: H•(ZJ , k) ∼= Λ•(u∗J)[1], with hy(PJ) acting on S•(u∗J) via the coadjoint action.

The functor G is exact, so applying it to (4.2.12) yields the new spectral sequence

Ea,b
2 = G(′Ea,b

2 )⇒ G(Ha+b(Uζ(uJ), k)). (4.2.13)

The Uζ(pJ)-modules M and ′Ea,b
2 are both trivial for uζ(uJ) (cf. Example 2.16), so

Ea,b
2 = Homuζ(lJ )(M, ′Ea,b

2 ) = Homuζ(pJ )(M, ′Ea,b
2 ). Then Ea,b

2 is naturally a Uζ(pJ)-
module (cf. the comments made prior to Proposition 4.8), and the action of uζ(pJ) on

Ea,b
2 is trivial. Since the differentials of (4.2.12) are Uζ(pJ)-module homomorphisms,

it follows that the E2 page of (4.2.13) is a complex of Uζ(pJ)-modules and Uζ(pJ)-
module homomorphisms.

The adjoint action of uζ(pJ) on H•(ZJ , k) is trivial, so we can rewrite Ea,b
2 as

Ea,b
2 = Hb(ZJ , k)⊗ Homuζ(lJ )(M,Ha(uζ(uJ), k)). (4.2.14)

(The factor Hb(ZJ , k) goes on the left to preserve the Uζ(pJ)-module structure.) The
E2-page of (4.2.13) also retains the structure of a left module for H•(ZJ , k). More
generally, let ϕ ∈ G(′Ea,b

2 ) = Homuζ(lJ )(M, ′Ea,b
2 ), and let z ∈ (′Ec,d

2 )uζ(lJ ). (For

example, take z ∈ d2(′E0,•
2 ).) Let Lz : ′Ea,b

2 → ′Ea,b
2 denote the corresponding left

multiplication operator. Then Lz ◦ ϕ ∈ G(′Ea+c,b+d
2 ) = Homuζ(lJ )(M, ′Ea+c,b+d

2 ). If
z ∈ Hb(ZJ , k), then this is just a restatement of the fact that (4.2.14) is equivalent
to (4.2.13). It is clear that the action of z on Ea,b

2 is compatible (in the sense of §2.1)
with the left Uζ(pJ)-module structure of Ea,b

2 . It also follows that if b = 0 (so that
ϕ ∈ Ea,0

2 ), then d2(zϕ) = d2(z)ϕ.
By Theorem 4.9, Ea,b

∞ is nonzero only if a + b = `(w), in which case it is the

trivial module k. Then E
`(w)+a,0
∞ = 0 for all a ≥ 1. Also, by Theorem 4.17, Ea,•

2 = 0

for a < `(w), and E
`(w)+a,•
2 = 0 for all odd a. Then the equalities E

`(w),1
∞ = 0 and

E
`(w)+2,0
∞ = 0 imply that the differential d2 : E

`(w),1
2 → E

`(w)+2,0
2 is an isomorphism.
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Let {x1, . . . , xN} be a basis for VN ∼= u∗J as in the proof of Theorem 4.17, and
let {z1, . . . , zn} denote the corresponding generators for the algebra H•(ZJ , k) ∼=
Λ•(u∗J)[1] ∼= Λ•(VN)[1]. (So zi has weight `γi for U0

ζ .) Let ϕ now denote an arbitrary

non-zero basis vector for E
`(w),0
2

∼= k. The proof of the lemma will be complete once

we verify the following claim: The U0
ζ -module isomorphism Sr(u∗J)[1] ∼= E

`(w)+2r,0
2 can

be realized via the the map ψ : Sr(u∗J)[1] → E
`(w)+2r,0
2 , where ψ maps the homogeneous

polynomial f(x1, . . . , xN) ∈ Sr(VN) ∼= Sr(u∗J) to f(d2(z1), . . . , d2(zN)).ϕ ∈ E`(w)+2r,0
2 .

(The map ψ is well-defined, because the d2(zi), viewed as operators on E•,•2 , commute;
cf. Lemma 2.25.) Indeed, if the claim is true, then the statement on the Uζ(pJ)-module

structure for E
`(w)+2r,0
2 follows from the known Uζ(pJ)-module structure of H•(ZJ , k),

the Uζ(pJ)-module isomorphism d2 : E
`(w),1
2 → E

`(w)+2,0
2 , and the remark made above

on the compatibility of the Uζ(pJ)-module structure for E•,•2 with respect to the left

action by elements of (′Ea,b
2 )uζ(lJ ).

Since Sr(u∗J) and E
`(w)+2r,0
2 each have the same finite dimension, to prove the claim

it suffices to show that ψ is surjective. This is done by induction on r. The case r = 0
is trivial, and the case r = 1 follows from the isomorphism d2 : E

`(w),1
2 → E

`(w)+2,0
2 .

(When r = 1, ψ is the differential d2.) So assume r ≥ 2, and that the claim is true
for all 0 ≤ s < r.

For 0 ≤ i ≤ N , let Ai = Uζ(uJ)//〈f `1 , . . . , f `N〉 and Bi = 〈f `i 〉 ⊂ Ai−1 be as defined
in the proof of Theorem 4.17. We have AN−1//BN

∼= uζ(uJ) ∼= Uζ(uJ)//ZJ . The
surjection Uζ(uJ)� AN−1 maps ZJ onto BN , and induces a morphism η′ of spectral
sequences:

I′E
a,b
2 := Hb(BN , k)⊗Ha(uζ(uJ), k) +3

η′

��

H i+j(AN−1, k)

η′

��

II′E
a,b
2 := Hb(ZJ , k)⊗Ha(uζ(uJ), k) +3 Ha+b(Uζ(uJ), k)

(cf. the proof of Theorem 4.17 and the construction presented in §2.2 for the LHS
spectral sequence). The morphism η′ restricts to the identity on H•(uζ(uJ), k). Iden-
tifying H•(BN , k) with the exterior algebra on the one-dimensional subspace of VN
spanned by zN , the effect of η′ on H•(BN , k) is the natural inclusion H•(BN , k) ⊂
H•(ZJ , k) ∼= Λ•(VN)[1].

Applying the functor G to each spectral sequence, we obtain the induced morphism
η of spectral sequences:

IE
a,b
2 := Hb(BN , k)⊗ G(Ha(uζ(uJ), k)) +3

η

��

G(H i+j(AN−1, k))

η

��

IIE
a,b
2 := Hb(ZJ , k)⊗ G(Ha(uζ(uJ), k)) +3 G(Ha+b(Uζ(uJ), k))
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By the proof of Theorem 4.17, η◦d2(IE
`(w)+2(r−1),1
2 ) = d2(zN).Sr−1(u∗J)[1] ⊂ IIE

`(w)+2r,0
2

identifies with the space of all degree-r homogeneous polynomials in the xj (1 ≤ j ≤
N) containing at least one factor of xN . By induction, Sr−1(u∗J)[1] ⊂ im(ψ). It follows

that the subspace of E
`(w)+2r,0
2 corresponding to all degree-r homogeneous polynomials

containing at least one factor of xN is in the image of ψ.
Now, the chosen order {f1, . . . , fN} for the root vectors in Uζ(uJ) was arbitrary.

Selecting a different ordering, we may assume that any particular root vector is spec-
ified by fN . Since every element of Sr(VN) is a linear combination of monomials of
total degree r, and since every such monomial contains at least one xi as a factor, it
follows that the map ψ : Sr(u∗J)[1] → E

`(w)+2r,0
2 is surjective. This proves the claim

for ψ, which completes the proof of the proposition.

Remark 4.19. It follows from the proof of Proposition 4.18 that the subalgebra
of H•(uζ(uJ), k) generated by {d2(z1), . . . , d2(zN)} is isomorphic as a Uζ(pJ)-module
algebra to S•(u∗J)[1]. This observation improves the results of [9, Lemma 5.4.1].

Corollary 4.20. Suppose ` ≥ h, so that J = ∅, w = 1, pJ = b, uJ = u, and lJ = h.
Then the Uζ(b)-module isomorphism H2•(uζ(b), k) ∼= S•(u∗)[1] of Proposition 4.18 is
also an isomorphism of algebras.

Proof. We have ind
Uζ(pJ )

Uζ(b) w · 0 = ind
Uζ(b)

Uζ(b) 0 = k. Then H•(uζ(b), k) ∼= (H•(uζ(u), k))u
0
ζ

as Uζ(b)-module algebras by Proposition 4.16. (The isomorphism is an isomorphism
of algebras because (4.2.4) is a spectral sequence of algebras if ` ≥ h.)

Since ` ≥ h, the spectral sequence (4.2.13) becomes

Ea,b
2 = Hb(Z, k)⊗ (Ha(uζ(u), k))u

0
ζ ⇒

(
Ha+b(Uζ(u), k)

)u0
ζ . (4.2.15)

It inherits from (4.2.12) the structure of a spectral sequence of algebras. Then the

proof of Proposition 4.18 shows that E•,02 = (H•(uζ(u), k))u
0
ζ is generated as an algebra

by {d2(z1), . . . , d2(zN)}, and that this algebra is isomorphic as a Uζ(b)-module algebra
to S•(u∗)[1].

Theorem 4.21. (cf. [9, Theorem 1.3.3]) Let ` be as in Assumption 1.5, and let w ∈ W
be such that w(Φ0) = ΦJ . Suppose ` - n + 1 when Φ is of type An, and ` 6= 9 when
Φ is of type E6. Assume Ri indGPJ S

•(u∗J) = 0 for all i > 0. Then Hodd(uζ(g), k) = 0,

and there exists a G-module isomorphism H2•(uζ(g), k) ∼= indGPJ S
•(u∗J).

Proof. According to Theorem 4.14 and Proposition 4.18, there exists a first quadrant
G-module spectral sequence satisfying

Ei,j
2 = Ri indGPJ S

j−`(w)
2 (u∗J)⇒ H i+j−`(w)(uζ(g), k). (4.2.16)

By the assumptions, this spectral sequence collapses to yield a G-module isomorphism
H2•(uζ(g), k) ∼= indGPJ S

•(u∗J) and Hodd(uζ(g), k) = 0.



57

Remark 4.22. The condition Ri indGPJ S
•(u∗J) = 0 for all i > 0 is satisfied, for

example, if p := char(k) is good for G and if J ⊆ Π consists of a set of pairwise
orthogonal short roots [61, §8]. Brion and Kumar speculate that this cohomological
vanishing property should remain true for arbitrary subsets J ⊆ Π provided p is good
for G [12, §5.C]. For fixed J ⊆ Π, the vanishing property is also known to hold if p is
sufficiently large, albeit with no known lower bound on p [33]. Christopher Bendel,
working with undergraduate student researchers at the University of Wisconsin–Stout,
has produced a computer program based on the work of A.L. Christophersen [17] that
can potentially compute lower bounds for p for any given root system Φ and any given
subset J ⊆ Π [8].

Corollary 4.23. Suppose char(k) is good forG and ` ≥ h, h the Coxeter number of Φ.
Then the G-module isomorphism H2•(uζ(g), k) ∼= indGB S

•(u∗) extends to an isomor-
phism of algebras. In particular, if k is algebraically closed, then H2•(uζ(g), k) ∼= k[N ]
as graded G-algebras.

Proof. According to Corollary 4.20, there exists an isomorphism of Uζ(b)-module
algebras H2•(uζ(b), k) ∼= S•(u∗)[1]. Since the action of uζ(b) is trivial, this may be
viewed as an isomorphism of hy(B) = Uζ(b)//uζ(b)-module algebras, or, equivalently,
as an isomorphism of B-module algebras.

We have Ri indGB S
•(u∗) = 0 for all i > 0 by [43, Theorem 2]. Then the spec-

tral sequence (4.2.16) collapses to yield the G-module isomorphism H2•(uζ(g), k) ∼=
indGB S

•(u∗). That this isomorphism is also an isomorphism of algebras follows by the
same reasoning as in the classical case; see [2, §3.2] for details. The last statement of
the corollary is immediate from Corollary A.8.

The last theorem of this chapter has been observed previously when char(k) = 0.
The same proofs work for uζ(g) under our more general assumptions, and are omitted.

Theorem 4.24. [9, Theorem 1.3.4], [51, Corollary 6.5] Assume char(k) is good for G
and ` ≥ h, h the Coxeter number of Φ. Then for any finite-dimensional uζ(g)-module
M , H•(uζ(g),M) is a finite module for the Noetherian ring H•(uζ(g), k).

Mastnak, Pevtsova, Schauenburg, and Witherspoon [51] obtain the above theorem
as a corollary to their study of cohomology for finite-dimensional pointed Hopf alge-
bras. Specifically, they show that if u belongs to a certain class of finite-dimensional
pointed Hopf algebras over an algebraically closed field k of characteristic zero, then
Theorem 4.24 holds with the Frobenius–Lusztig kernel uζ(g) replaced by u [51, The-
orem 6.5].
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Chapter 5

Cohomology of higher
Frobenius–Lusztig kernels

The goal of this chapter is to investigate cohomological finiteness properties for the
higher Frobenius–Lusztig kernels of Uζ(g). We begin by proving a generalization of
Theorem 4.24 for the subalgebras Uζ(Br) and Uζ(Ur) of Uζ(Gr) corresponding to the
Borel subgroup B of G and the unipotent radical U of B. Then, after establishing
certain preliminary results on cohomological restriction maps, we are able to show
(under certain restrictions on Φ, ` and p) that Theorem 4.24 also generalizes to the
higher Frobenius–Lusztig kernel Uζ(G1).

5.1 Cohomological finite generation for Borel

subalgebras

Fix r ∈ N, and let Br and Ur denote the r-th Frobenius kernels of the Borel subgroup
B of G and of the unipotent radical U of B. Set H equal to either Ur or Br. Fried-
lander and Parshall have shown that if M is a finite-dimensinoal rational H-module,
then the rational cohomology H•(H,M) is a finite module for the Noetherian algebra
H•(H, k) [27, Proposition 1.12]. Our goal in this section is to prove an analogous
cohomological finite generation result for the finite-dimensional subalgebras Uζ(Ur)
and Uζ(Br) of the higher Frobenius–Lusztig kernel Uζ(Gr) of Uζ(g).

In this section we do not require the field k to be algebraically closed, though we
do require p := char(k) to be odd if r > 0 (and p 6= 3 if Φ has type G2), so that the
higher Frobenius–Lusztig kernels Uζ(Gr) of Uζ(g) exist. If r = 0, then the possibility
p = 0 is admitted, and we set Uζ(Ur) = uζ(u) and Uζ(Br) = uζ(b).

Recall the multiplicative filtration indexed by Λ = N2N+1 on UQ(g) defined in §3.1.
This filtration restricts to a filtration on the divided power integral form UA ⊂ UQ(g),
hence induces a multiplicative filtration on the algebra Uζ(g). By restriction, we
obtain a multiplicative Λ-filtration on Uζ(Gr).
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We reindex the Λ-filtration on Uζ(Gr) to a multiplicative N-filtration as follows.
First, for r, s ∈ NN (N = |Φ+|) and u ∈ U0

ζ , define the divided power monomial

Mr,s,u = F (r)uE(s) ∈ Uζ(g), and define d(Mr,s,u) ∈ Λ as in (3.1.1). Next, for m ∈ N,
define Λm ⊂ Λ by

Λm =
{
d(Mr,s,1) : r, s ∈ NN , 0 ≤ ri, si < m ∀ 1 ≤ i ≤ N

}
.

Then Mr,s,u ∈ Uζ(Gr) if and only if u ∈ Uζ(Tr) = U0
ζ ∩ Uζ(Gr) and d(Mr,s,u) ∈ Λpr`.

The following facts are immediate:

(1) Λm is a finite (totally ordered) subset of Λ.

(2) If Mr,s,u ∈ Uζ(Gr), then d(Mr,s,u) ∈ Λpr` ⊂ Λ2pr`−1.

(3) If Mr,s,u,Mr′,s′,u′ ∈ Uζ(Gr), then d(Mr,s,u) + d(Mr′,s′,u′) ∈ Λ2pr`−1.

(4) If Mr,s,u,Mr′,s′,u′ ∈ Uζ(Gr), then Mr,s,uMr′,s′,u′ =
∑

a,b,u′′Ma,b,u′′ with

d(Ma,b,u′′) ∈ {η ∈ Λpr` ⊂ Λ2pr`−1 : η ≤ d(Mr,s,u) + d(Mr′,s′,u′)} .

Set θ = 2pr`− 1. Given Mr,s,u ∈ Uζ(g), define deg(Mr,s,u) ∈ N by

deg(Mr,s,u) = rN + θrN−1 + θ2rN−2 + · · ·+ θ2N−1sN + θ2N ht(Mr,s,u). (5.1.1)

If d(Mr,s,u), d(Mr′,s′,u′) ∈ Λθ, then d(Mr,s,u) < d(Mr′,s′,u′) if and only if deg(Mr,s,u) <
deg(Mr′,s′,u′). This, together with the four facts listed above, implies the following:

Proposition 5.1. For n ∈ N, define Uζ(Gr)n to be the k-subspace of Uζ(Gr) spanned
by all monomials Mr,s,u ∈ Uζ(Gr) such that deg(Mr,s,u) ≤ n. Then the subspaces
Uζ(Gr)n for n ∈ N define a multiplicative N-filtration on Uζ(Gr). The graded algebra
grΛ Uζ(Gr) associated to the Λ-filtration on Uζ(Gr) is canonically isomorphic to the
graded algebra grN Uζ(Gr) associated to the N-filtration on Uζ(Gr).

By restriction, we obtain from Proposition 5.1 an N-filtration on Uζ(Ur). Write
grUζ(Ur) = grN Uζ(Ur) = grΛ Uζ(Ur) to denote the associated graded algebra.

Let A denote the twisted polynomial algebra generated by indeterminates{
Xα, Xpi`α : α ∈ Φ+, 0 ≤ i ≤ r − 1

}
, (5.1.2)

and satisfying the following relations:

XαXβ = ζ(α,β)XβXα if α ≺ β,

Xpi`αXβ = XβXpi`α, (5.1.3)

Xpi`αXpj`β = Xpj`βXpi`α.
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Then the associated graded algebra grUζ(Ur) is generated by (5.1.2) subject to the
relations (5.1.3), as well as the following additional relations:

X`
α = Xp

pi`α
= 0 for each α ∈ Φ+. (5.1.4)

Under the canonical vector space isomorphism Uζ(Ur)→ grUζ(Ur), the generator Xα

of grUζ(Ur) corresponds to the root vector Fα ∈ Uζ(Ur), and the generator Xpi`α of

grUζ(Ur) corresponds to the root vector F
(pi`)
α ∈ Uζ(Ur). As in §4.1 for Uζ(u), the

Adr-action of U0
ζ on Uζ(Ur) makes grUζ(Ur) a right U0

ζ -module algebra such that Xα

is of weight α for U0
ζ and Xpi`α is of weight pi`α for U0

ζ .
Define the algebra Λ•ζ,r to be the graded algebra with generators{

xα, xpi`α : α ∈ Φ+, 0 ≤ i ≤ r − 1
}
,

each of graded degree 1, subject to the following relations:

xαxβ + ζ−(α,β)xβxα = 0 if α ≺ β, (5.1.5)

xpi`αxβ + xβxpi`α = 0, (5.1.6)

xpi`αxpj`β + xpj`βxpi`α = 0, (5.1.7)

and x2
α = x2

pi`α = 0. (5.1.8)

The algebra Λ•ζ,r admits the structure of a left U0
ζ -module algebra if we assign the

generator xα to have weight α and the generator xpi`α to have weight pi`α.
The proof of the following lemma is essentially the same as that of Lemma 4.4.

Lemma 5.2. There exists a graded U0
ζ -module algebra isomorphismH•(A , k) ∼= Λ•ζ,r.

We would like to compute the structure of the cohomology ring H•(grUζ(Ur), k).
We follow the strategy of [30, §2.4]. Enumerate the indeterminates in (5.1.2) as
X1, X2, . . . , Xm. If Xj = Xα for some α ∈ Φ+, set Xε

j = X`
j ; otherwise, set Xε

j = Xp
j .

For 1 ≤ j ≤ m, let Rj denote the vector subspace of A spanned by the elements
Xε

1, X
ε
2, . . . , X

ε
j , and let Zj denote the central subalgebra of A generated by Rj. Set

uj = A //Zj. Then u0 = A , uj+1 = uj//(X
ε
j+1), and um = grUζ(Ur).

Proposition 5.3. (cf. [30, Proposition 2.3.2]) For each 0 ≤ j ≤ m, there is a natural
isomorphism of graded algebras and of U0

ζ -modules

H•(uj, k) ∼= Λ•ζ,r ⊗ S•(R∗j ),

where the elements of S1(R∗j ) = R∗j = Homk(Rj, k) are assigned graded degree two.

Proof. We proceed by induction on j, following the strategy of [30, §2.4]. In fact,
with the exception of the proof of Step 4, the proposition follows formally from the
same arguments as those given by Ginzburg and Kumar in the case r = 0. For the
convenience of the reader we summarize the full argument here.
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For j = 0, the proposition reduces to Lemma 5.2. Now, by way of induction,
assume the validity of the proposition for 0 ≤ i ≤ j, and let A = Aj+1 denote the
central subalgebra of uj generated by Xε

j+1. Then uj//A ∼= uj+1, and uj is free (in
particular, flat) over A, hence there exists by Theorem 2.24 a spectral sequence of
U0
ζ -modules satisfying

Ea,b
2 = Ha(uj+1, H

b(A,k))⇒ Ha+b(uj, k). (5.1.9)

Step 1. For each a ≥ 0, the canonical restriction homomorphism ra : Ha(uj+1, k)→
Ha(uj, k) induced by the algebra homomorphism uj � uj+1 is surjective.

Proof. By the induction hypothesis, H•(uj, k) is generated by elements of degree
≤ 2, so it suffices to prove the surjectivity of the maps r1 and r2. The map r1 is an
isomorphism because, for any algebra B with augmentation ε : B → k, there exists a
natural isomorphism H1(B, k) ∼= (Bε/B

2
ε )
∗ [31, Lemma 2.2]. The surjectivity of the

map r2 follows from [31, Lemma 2.10].

Step 2. In the spectral sequence (5.1.9), Ea,b
∞ = 0 for all b > 0.

Proof. There exists a natural commutative diagram

Ea−2,1
2

d2 // Ea,0
2

// // Ea,0
∞

� � // Ha(uj, k)

Ha(uj+1, k)

ra

44iiiiiiiiiiiiiiiii

(5.1.10)

By Step 1, the map ra is surjective. The commutativity of the diagram then implies
that the inclusion Ea,0

∞ ↪→ Ha(uj, k) is an isomorphism, hence that Ea,b
∞ = 0 for all

b > 0 (because the spectral sequence converges to H•(uj, k)).

Since A is central in uj, and since uj is free (in particular, flat) as a right A-module,
the action of uj+1 on H•(A, k) is trivial by Corollary 2.20. Then the differential d0,1

2 of
(5.1.9) is a map H1(A, k)→ H2(uj+1, k), and has image in the center of H2(uj+1, k)
by Lemma 2.25. Observe that d0,1

2 must have trivial kernel because dimH1(A, k) = 1
and because E0,1

∞ = 0 by Step 2. Choose 0 6= v ∈ im(d0,1
2 ) ⊆ H2(uj+1, k).

Step 3. The kernel of the homomorphism r : H•(uj+1, k)→ H•(uj, k) is generated
as a two-sided ideal by v.

Proof. From the commutative diagram (5.1.10) and the isomorphism Ea,0
∞
∼= Ha(uj, k),

we conclude that the kernel of the restriction map r : H•(uj+1, k)→ H•(uj, k) is equal
to the image of E•,12 under the differential d2. Since uj+1 acts trivially on H•(A, k),
we have E•,12 = H•(uj+1, H

1(A, k)) ∼= H•(uj+1, k) ⊗ H1(A, k). Choose y ∈ H1(A, k)
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with d0,1
2 (y) = v. Now an arbitrary element of En,1

2 can be written in the form x⊗ y
for some x ∈ Hn(uj+1, k). Then

d2(x⊗ y) = d2(x)⊗ y + (−1)nx⊗ d2(y) = (−1)nx⊗ v

is an element of the two-sided ideal in H•(uj+1, k) generated by v.

Step 4. The algebra homomorphism r : H•(uj+1, k)→ H•(uj, k) admits a graded
algebra splitting that commutes with the action of U0

ζ .

Proof. By induction, there exists a U0
ζ -module algebra isomorphism

H•(uj, k) ∼= Λ•ζ,r ⊗ S•(R∗j ).

To prove the claim, we must lift the generators of the algebras Λ•ζ,r and S•(R∗j ) to
H•(uj+1, k) and check that the relations among them are preserved.

Observe that there exists a commutative diagram of U0
ζ -modules

R∗j+1

����

H1(Zj+1, k)

����

d′ // H2(A //Zj+1, k)

r
����

H2(uj+1, k)

r
����

R∗j H1(Zj, k)
d′′ // H2(A //Zj, k) H2(uj, k)

where the horizontal maps d′, d′′ are the transgression maps of Lemma 2.25, and the
projection R∗j+1 � R∗j is induced by the inclusion Rj ↪→ Rj+1. Also, the image of
R∗j = H1(Zj, k) in H2(uj, k) under d′′ identifies with the subspace S1(R∗j ) ⊂ S•(R∗j ) ⊂
H•(uj, k). Now any U0

ζ -module splitting of the projectionR∗j+1 � R∗j provides a lifting
of the generators of S•(R∗j ) to H•(uj+1, k). Lemma 2.25 guarantees that the lifted
generators have central image in H•(uj+1, k).

Next, consider the generators x1, . . . , xm of Λ•ζ,r as elements of H1(uj, k). We have
already seen in Step 1 that the restriction map r1 : H1(uj+1, k)→ H1(uj, k) is a U0

ζ -
equivariant isomorphism. We use the inverse map (r1)−1 : H1(uj, k)→ H1(uj+1, k) to
transfer the generators of H1(uj, k) to H1(uj+1, k). Set x̃i = (r1)−1(xi). To prove the
claim of Step 4, it now suffices to show that the elements x̃1, . . . , x̃m ∈ H•(uj+1, k)
satisfy the relations (5.1.5–5.1.8).

Consider, for example, the relation (5.1.5). If α ≺ β, then we have

r
(
x̃αx̃β + ζ−(α,β)x̃βx̃α

)
= xαxβ + ζ−(α,β)xβxα = 0,

hence
x̃αx̃β + ζ−(α,β)x̃βx̃α = cv (5.1.11)

for some c ∈ k by Step 3. So we must show c = 0. Here is where our argument
deviates from that of [30, §2.4]. Ginzburg and Kumar conclud that c = 0 when



63

r = 0 by arguing that the weights of v and of xαxβ + ζ−(α,β)xβxα for u0
ζ could not be

equal. (To do this, they also had to assume ` > 3 whenever Φ has rank > 1.) Their
precise argument fails under our more general setup, but observe that the value of c
in (5.1.11) is independent of the action of U0

ζ on H•(uj+1, k). Since the algebra A is
defined in terms of homogeneous relations on the independent generators X1, . . . , Xm,
we can define an action of any m-dimensional algebraic torus Tm = (k×)m on A by
declaring the generator Xi to have weight −χi for Tm, where χi : Tm → k× denotes
the i-th coordinate function. This induces an action of Tm on Λ•ζ,r

∼= H•(A , k) such
that xi has weight χi for Tm.

Now suppose xa = xα and xb = xβ. Then the left side of (5.1.11) has weight
χa +χb for Tm, while the right side has weight ε ·χj+1 for Tm, where as before we set
ε = ` if Xj+1 = Xγ for some γ ∈ Φ+, and ε = p otherwise. Since a 6= b and `, p > 2,
we must have χa +χb 6= ε ·χj+1. This forces c = 0. The other relations among the x̃i
are proved in a similar manner. The details are left to the reader.

Step 5. The element v introduced in Step 3 is not a zero-divisor in H•(uj+1, k).

Proof. By Step 2, Ea,1
3
∼= Ea,1

∞ = 0, hence the differential da,12 in the spectral sequence
(5.1.9) must be injective. Now for 0 6= x ⊗ y ∈ Ha(uj+1, k) ⊗ H1(A, k) = Ea,1

2 , we
have 0 6= d2(x⊗y) = d2(x) ·y+(−1)ax ·d2(y) = (−1)ax ·v. This proves the claim.

The results of Steps 3–5 complete the proof of the proposition.

Set A = Uζ(Ur), and let B• = B•(A) = A⊗•ε be the complex with differential
d : Bn → Bn−1 defined as in (4.1.2). Then C = C•(A) = Homk(B

•(A), k) is the cobar
complex computing H•(A, k). Given i ∈ N, write Ai to denote the i-th filtered part
of the N-filtration on A from Proposition 5.1, and set Aε,i = Aε ∩ Ai. Now define an
N-filtration on B•(A) by setting

F iBn =
∑

P
ij<i

Aε,i1 ⊗ · · · ⊗ Aε,in ,

and set F iC = Homk(A
⊗•
ε /F iB•, k). This makes C•(A) a filtered differential graded

algebra with product defined by the cup product. Then by Theorem 2.21 there exists
a multiplicative spectral sequence satisfying

Ei,j
1 = H i+j(F iC/F i+1C)⇒ H i+j(A, k). (5.1.12)

It is a spectral sequence of U0
ζ -modules.

The N-grading on grA induces an N-grading on the complex B•(grA) via

Bn(grA)i =
∑

P
ij=i

(grA)ε,i1 ⊗ · · · ⊗ (grA)ε,in ,
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hence an N-grading on the cobar complex C•(grA) via

C•(grA)i = Homk(B
•(grA)i, k).

It follows that the cohomlogy ring H•(grA, k) inherits an N-grading; we denote the
i-th graded part of H•(grA, k) by H•(grA, k)(i). Then the spectral sequence (5.1.12)
may be rewritten as follows (cf. [30, §5.5]):

Ei,j
1 = H i+j(grA, k)(i) ⇒ H i+j(A, k). (5.1.13)

In general, (5.1.13) is not a first quadrant spectral sequence, though for fixed n ∈ N
we do have Hn(grA, k)(i) = 0 for i� 0.

Recall the notation introduced before Proposition 5.3. Set R = Rm and Z = Zm.
Proposition 5.3 asserts the existence of a graded algebra isomorphism H•(grA, k) ∼=
Λ•ζ,r ⊗ S•(R∗), where the elements of R∗ = S1(R∗) are assigned graded degree two.

Proposition 5.4. In the spectral sequence (5.1.13), the subspace R∗ = S1(R∗) of
H2(grA, k) consists of permanent cycles.

Proof. We begin by determining explicit cocycle representatives in the cobar complex
C•(grUζ(Ur)) for generators of the subalgebra S•(R∗) ⊂ H•(grUζ(Ur), k).

Consider the Lyndon–Hochschild–Serre spectral sequence from Theorem 2.23 as-
sociated to the twisted polynomial algebra A , its normal (central) subalgebra Z ,
and the quotient A //Z ∼= grUζ(Ur):

Ei,j
2 = H i(grUζ(Ur), H

j(Z , k))⇒ H i+j(A , k). (5.1.14)

Recall the relevant notation from the proof of Theorem 2.23: P • = B•(grUζ(Ur)) is
the left bar complex of grUζ(Ur), a grUζ(Ur)-projective resolution of k; Q• = Q•(k) =
HomA (B•(A ,A ), k) is the A -coinduced resolution of k defined in §2.1; and C is the
double complex C•,• = HomA (P •, Q•). The horizontal differentials of C are induced
by dh, the differential of the complex P •, while the vertical differential along the i-th
column of C is given by (−1)idv, where dv denotes the differential of the complex Q•.
The total complex Tot(C) has total differential d = dh + (−1)idv, and is filtered via
the column-wise filtration: F i Tot(C)n =

⊕
r≥iC

r,n−r. Then (5.1.14) is the spectral
sequence determined by this filtration of Tot(C); see §2.2 for details.

By the proof of Proposition 5.3, the subspace R∗ ⊂ H2(grUζ(Ur), k) identifies
with the image of E0,1

2 = H1(Z , k) ∼= Λ1(R∗) under the differential d0,1
2 : E0,1

2 → E2,0
2 .

Choose j ∈ {1, . . . ,m}, and consider the vector xj ∈ R∗ = Λ1(R∗) ∼= H1(Z , k) that
is dual to the basis vector Xε

j ∈ R. (As usual, set ε = ` if Xj = Xα for some α ∈ Φ+,
and set ε = p := char(k) otherwise.) We will determine a cocycle representative for
d0,1

2 (xj) ∈ H2(grUζ(Ur), k) in C2(grUζ(Ur)) by examining in detail the low degree
terms of the spectral sequence (5.1.14).
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According to §2.2, the E0,1
2 term of (5.1.14) is represented by elements (x, y) ∈

C0,1⊕C1,0 such that dv(x) = 0 and dh(x)−dv(y) = 0, while E2,0
2 is represented by ele-

ments of (ker d)∩C2,0. The differential d0,1
2 : E0,1

2 → E2,0
2 is then induced by the total

differential of Tot(C). We claim that xj ∈ Λ1(R∗) ∼= H1(Z , k) = E0,1
2 is represented

by the element (f0,1, f1,0) ∈ C0,1 ⊕ C1,0, and that d0,1
2 (xj) ∈ H2(grUζ(Ur), k) = E2,0

2

is represented by f2,0 ∈ C2,0, where the elements f0,1, f1,0, f2,0 are defined as follows:

• f0,1 ∈ Homk(Aε⊗A //Z , k) ∼= HomA (A //Z ,HomA (A ⊗Aε⊗A , k)) = C0,1

evaluates to 1 on the monomial Xa
j ⊗Xb

j if a ≥ 1 and a+ b = ε, and evaluates
to zero on all other monomial basis elements of Aε ⊗A //Z .

• f1,0 ∈ Homk((A //Z )ε,Homk(A //Z , k))
∼= HomA (A //Z ⊗ (A //Z )ε,HomA (A ⊗A , k)) = C1,0

sends the monomial Xa
j (1 ≤ a < ε) to the linear map g1,0,a ∈ Homk(A //Z , k),

and evaluates to zero on all other monomial basis elements of (A //Z )ε. For
1 ≤ a ≤ ε, the linear map g1,0,a evaluates to 1 on the monomial Xε−a

j , and
evaluates to zero on all other monomial basis elements of A //Z .

• f2,0 = dh(f1,0). Specifically,

f2,0 ∈Homk((A //Z )ε ⊗ (A //Z )ε,Homk(A //Z , k))
∼= HomA (A //Z ⊗ (A //Z )ε ⊗ (A //Z )ε,HomA (A ⊗A , k)) = C2,0

evaluates to zero on the vector Xa
j ⊗Xb

j (1 ≤ a, b < ε) if a+ b 6= ε, evaluates to
the counit ε : A //Z → k on the vector Xa

j ⊗Xb
j if a+ b = ε, and evaluates to

zero on all other basis elements of (A //Z )ε ⊗ (A //Z )ε.

It is a straight-forward calculation to check that the relations dv(f0,1) = 0, dh(f0,1)−
dv(f1,0) = 0 and f2,0 = dh(f1,0) are satisfied. The equality f2,0 = d(f0,1⊕ f1,0) implies
f2,0 ∈ (ker d) ∩ C2,0. In particular, f2,0 ∈ ker dv|C2,0 . Also, the projectivity of P 2 as a
module for A //Z implies that

ker dv|C2,0
∼= ker

(
dv : HomA //Z (P 2, QZ

0 )→ HomA //Z (P 2, QZ
1 )
)

= HomA //Z

(
P 2, ker

(
dv : QZ

0 → QZ
1

))
∼= HomA //Z (P 2, k),

since the kernel of the map dv : QZ
0 → QZ

1 is the one-dimensional subspace of
Homk(A , k) ∼= HomA (A ⊗A , k) = Q0(k) spanned by the counit ε : A → k.

We now check that the vector f0,1 ⊕ f1,0 ∈ Tot(C)1 is a representative for xj ∈
H1(Z , k) = E0,1

2 . The cohomology groups H•(Z , k) can be computed by applying
the functor −Z to an Z injective resolution of k, and then computing the cohomology
of the resulting complex. Since A is flat (in fact, free) as a right Z -module, we can by
Lemma 2.1 choose for the Z -injective resolution of k the A -coinduced resolution of
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k: Q•(k) = HomA (A ⊗A ⊗•
ε ⊗A , k). Another choice is the Z -coinduced resolution

of k: Q̃• = HomZ (Z ⊗Z ⊗•
ε ⊗Z , k). In the latter case,

(Q̃•)
Z ∼= Homk(Z

⊗•
ε ⊗Z , k)Z ∼= Homk(Z

⊗•
ε , k)

reduces to the usual cobar complex computing H•(Z , k). Computing H1(Z , k) via
the cobar complex, we have xj = cls(f), where f ∈ Homk(Zε, k) evaluates to 1 on
the vector Xε

j , and evaluates to zero on all other monomials in Zε (cf. the proof of

Lemma 4.4). Now, restriction of functions defines a chain map ϕ : Q•(k) → Q̃•(k)
that induces the identity in cohomology. The reader may easily observe that, under
the identification (Q̃1)Z = Homk(Zε, k), we have ϕ(f0,1) = f . Since (in the notation
of §2.2) E0,1

2 = Z0,1
2 /(ker dv|C1,0 + d(C0,0)), this implies the claim for f0,1 ⊕ f1,0.

We now return to the spectral sequence (5.1.13). If Xj = Xα for some α ∈ Φ+,

set Fj = Fα. If Xj = Xpi`α for some α ∈ Φ+ and some i ≥ 0, set Fj = F
(pi`)
α . Now

define f2 ∈ C2(Uζ(Ur)) ∼= Homk(Uζ(Ur)
⊗2
ε , k) to be the linear map that evaluates

to 1 on the monomial F a
j ⊗ F b

j if a, b ≥ 1 and a + b = ε, and evaluates to zero
on all other monomial basis elements of Uζ(Ur)

⊗2
ε . We claim that f2 is a cocycle in

C•(Uζ(Ur)). Indeed, let δ denote the differential of the cobar complex C•(Uζ(Ur)),
and let F (a), F (b), F (c) ∈ Uζ(Ur)ε be monomial basis vectors for Uζ(Ur). Consider
c := (δf2)(F (a)⊗F (b)⊗F (c)) = f2(F (a)⊗F (b)F (c)−F (a)F (b)⊗F (c)). If c 6= 0, then by
the definition of f2 we must have (up to a unit in k) F (a) = F a

j and F (c) = F c
j for some

a, c ≥ 1. Lemma 3.1 further implies that if c 6= 0, then we must have (up to a unit in
k) F (b) = F b

j for some b ≥ 1. Now (δf2)(F a
j ⊗F b

j ⊗F c
j ) = f2(F a

j ⊗F b+c
j −F a+b

j ⊗F c
j ),

and this evaluates to zero for all possible combinations of a, b, c. Thus f2 ∈ ker δ.
From equations (2.2.1) and (2.2.5) we conclude that any cocycle in C•(Uζ(Ur))

determines a permanent cycle in (5.1.13). More explicitly, given a cocycle f ∈
Cn(Uζ(Ur)), choose p maximal such that f /∈ F p+1Cn(Uζ(Ur)). Then f determines
an element of Zp,n−p

r , and hence an element of Ep,n−p
r for all 1 ≤ r ≤ ∞. In the

particular case f = f2 ∈ C2(Uζ(Ur)), the image of f2 in E•,2−•1
∼= H2(grUζ(Ur), k)

identifies with the cohomology class determined by f2,0, hence cls(f2,0) = d0,1
2 (xj) is

a permanent cycle in (5.1.13).

Remark 5.5. Bendel et al. prove Proposition 5.4 in the special case r = 0 by a
weight argument, though they must assume ` > 3 whenever Φ has type B or C; see
[9, Proposition 6.2.2]. Our proof does not require the extra restriction on `.

Theorem 5.6. Let ` be an odd positive integer that is coprime to 3 if Φ has type
G2, and let r ≥ 0. Set A equal to either Uζ(Ur) or Uζ(Br), and let M be a finite-
dimensional A-module. Then H•(A,M) is a finite module for the Noetherian algebra
H•(A, k).

Proof. We first prove the result for A = Uζ(Ur). Consider the multiplicative spectral
sequence

Ei,j
1 = H i+j(grA, k)(i) ⇒ H i+j(A, k).
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According to Proposition 5.4, the Noetherian subalgebra S•(R∗) ⊂ H•(grA, k) is
generated by permanent cycles. Since the E1 term of the spectral sequence is a finite
module over S•(R∗), this implies by a standard argument (cf. [25, Lemmas 7.4.4,
7.4.5]) that H•(A, k) is a Noetherian algebra.

Let M be a finite-dimensional A-module. Up to isomorphism, there exists a unique
simple module for Uζ(Ur): the one-dimensional trivial module k. Then there exists
a filtration of M by submodules M = M0 ⊃ M1 ⊃ · · · ⊃ Mr ⊃ Mr+1 = 0 such that,
for each 0 ≤ i ≤ r, Mi/Mi+1

∼= k. Now by a standard argument using induction on
the dimension of M and the long exact sequence in cohomology, H•(A,M) is a finite
module over the Noetherian algebra H•(A, k).

Now set A = Uζ(Br), and let M be a finite-dimensional Uζ(Br)-module. Since
H•(Uζ(Br),M) = H•(Uζ(Ur),M)Uζ(Tr) and H•(Uζ(Br), k) = H•(Uζ(Ur), k)Uζ(Tr), the
theorem follows from [27, Lemma 1.13] and the fact that Uζ(Tr) acts compatibly and
completely reducibly on H•(Uζ(Ur), k) and H•(Uζ(Ur),M).

5.2 Restriction maps for Borel subalgebras

Let ΦJ ⊆ Φ be an indecomposable root subsystem of Φ corresponding to a subset
of simple roots J ⊆ Π. Let g′ ⊂ g denote the Lie subalgebra of g generated by
the root vectors in g corresponding to the elements of ΦJ . Let b′ ⊂ b denote the
corresponding Borel subalgebra, and u′ ⊂ u the corresponding nilpotent radical. In
this section we study the restriction homomorphism H2•(uζ(b), k) → H2•(uζ(b

′), k)
induced by the canonical injective algebra homomorphism uζ(b

′) ↪→ uζ(b) (i.e., the
algebra homomorphism mapping Fα 7→ Fα and Kα 7→ Kα for all α ∈ J). If ` ≥ h,
so that the identifications H2•(uζ(b), k) ∼= S•(u∗)[1] and H2•(uζ(b

′), k) ∼= S•(u′∗)[1] of
Corollary 4.20 hold, we show that the restriction map S•(u∗)[1] → S•(u′∗)[1] is simply
the restriction of functions (or, equivalently, it is the projection map induced by the
vector space inclusion u′ ⊂ u).

Assume ` ≥ h (hence also ` ≥ h′, h′ the Coxeter number of ΦJ). Then the spectral
sequence (4.2.4) takes the form

Ei,j
2 = H i(u0

ζ , H
j(uζ(u), k))⇒ H i+j(uζ(b), k).

It is a spectral sequence of algebras. We have Ei,j
2 = 0 for all i ≥ 0 by (the proof of)

Proposition 4.16, so the spectral sequence collapses, yielding the algebra isomorphism

H•(uζ(b), k) ∼= (H•(uζ(u), k))u
0
ζ . An analogous result holds for H•(uζ(b

′), k). Now,
the inclusion of algebra uζ(b

′) ↪→ uζ(b) induces a morphism of spectral sequences

Ea,b
2 = H i(u0

ζ , H
j(uζ(u), k)) +3

��

Ha+b(uζ(b), k)

��
′Ea,b

2 = H i(u
′0
ζ , H

j(uζ(u
′), k) +3 H i+j(uζ(b

′), k),
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such that the vertical maps are the obvious cohomological restriction maps. Then,

identifying H•(uζ(b), k) = (H•(uζ(u), k))u
0
ζ and H•(uζ(b

′), k) = (H•(uζ(u
′), k))u

′0
ζ ,

this shows that the cohomological restriction map H•(uζ(b), k) → H•(uζ(b
′), k) is

induced by the corresponding restriction map H•(uζ(u), k)→ H•(uζ(u
′), k). We now

prove the main result of this section.

Proposition 5.7. Suppose ` ≥ h, h the Coxeter number of Φ. Under the algebra iso-
morphisms H2•(uζ(b), k) ∼= S•(u∗) and H2•(uζ(b

′), k) ∼= S•(u′∗) of Corollary 4.20, the
restriction homomorphism r : H2•(uζ(b), k)→ H2•(uζ(b

′), k) is simply the restriction
of functions.

Proof. Let Z ′ ⊂ Uζ(u′) be the central subalgebra generated by the `-th powers of the
root vectors in Uζ(u′). The algebra homomorphism Uζ(u′) ↪→ Uζ(u) maps Z ′ into Z,
and induces a morphism η′ of spectral sequences

I′E
a,b
2 := Hb(Z, k)⊗Ha(uζ(u), k) +3

η′

��

Ha+b(Uζ(u), k)

η′

��

II′E
a,b
2 := Hb(Z ′, k)⊗Ha(uζ(u

′), k) +3 Ha+b(Uζ(u′), k),

such that the vertical maps are induced by the obvious cohomological restriction
morhpisms. Identifying H•(Z, k) = Λ•(u∗)[1] and H•(Z ′, k) = Λ•(u′∗)[1], the restric-
tion map η′ : H•(Z, k) → H•(Z ′, k) is induced by the vector space inclusion u′ ⊂ u;
cf. the proof of Lemma 4.4.

The algebra u0
ζ acts on Uζ(u′) and Uζ(u) via the adjoint action, and the inclusion

Uζ(u′) ↪→ Uζ(u) is a homomorphism of u0
ζ-modules. Then η′ is a u0

ζ-module homo-
morphism. It follows that η′ induces a morphism η between the following spectral
sequences that were studied in §4.2:

IE
a,b
2 := Hb(Z, k)⊗ (Ha(uζ(u), k))u

0
ζ +3

η

��

(
Ha+b(Uζ(u), k)

)u0
ζ

η

��

IIE
a,b
2 := Hb(Z ′, k)⊗ (Ha(uζ(u

′), k))u
′0
ζ +3 (Ha+b(Uζ(u′), k)

)u′0ζ ,
The proposition now follows from the given description for the effect of η′ on H•(Z, k),

the fact that η′ is an algebra homomorphism, and the fact that (Ha(uζ(u), k))u
0
ζ is

generated as an algebra by {d2(z1), . . . , d2(zN)} (resp. (Ha(uζ(u
′), k))u

′0
ζ is generated

as an algebra by {d2(z′1), . . . , d2(z′N ′)}); cf. the proof of Corollary 4.20.

5.3 Restriction maps for reductive subalgebras

Now we study the restriction homomorphism H•(uζ(g), k) → H•(uζ(g
′), k) induced

by the injective algebra homomorphism uζ(g
′) ↪→ uζ(g). Let N ′ denote the variety of
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nilpotent elements in g′. Our goal in this section is to prove (in analogy to the classical
situation, cf. [28, Corollary 1.6]), under the identifications H2•(uζ(g), k) ∼= k[N ] and
H2•(uζ(g

′), k) ∼= k[N ′] of Corollary 4.23, that the restriction map k[N ] → k[N ′] is
simply the restriction of functions.

Recall the functors F1,F2 defined (for J = ∅) in the proof of Theorem 4.14:

F1(−) = (−)uζ(g) ◦H0(Uζ/Uζ(b),−), (5.3.1)

F2(−) = indGB(−) ◦ (−)uζ(b). (5.3.2)

The functors F1 and F2 are naturally equivalent because they are both right adjoint
to the functor G(−) = (−)[1]|Uζ(b) from the category of rational G-modules to the
category of integrable Uζ(b)-modules. Let M be an integrable Uζ(b)-module. We can
realize the equivalences θM : F1(M)

∼→ F2(M) and θ−1
M : F2(M)

∼→ F1(M) as follows:

• The evaluation map H0(Uζ/Uζ(b),M)→M is a Uζ(b)-module homomorphism.
The induced map F1(M) → M has image in Muζ(b), and is a homomorphism
of rational B-modules. Then, by Frobenius reciprocity, there exists a G-module
homomorphism θM : F1(M)→ indGBM

uζ(b) = F2(M).

• The evaluation map indGB(Muζ(b))→Muζ(b) ⊂M is a Uζ(b)-module homomor-
phism. By Frobenius reciprocity, there exists a Uζ(g)-module homomorphism
F2(M)→ H0(Uζ/Uζ(b),M). Since uζ(g) acts trivially on F2(M), the map has
image in F1(M). Then θ−1

M is the induced map F2(M)→ F1(M).

The natural equivalence θ : F1
∼→ F2 induces a natural equivalence of right derived

functors θ• : R•F1
∼→ R•F2.

Now define functors F ′1,F ′2 from the category of integrable Uζ(b
′)-modules to

the category of rational G′-modules by substituting the symbols g′, b′, B′, G′ for the
symbols g, b, B,G in equations (5.3.1) and (5.3.2). Then F ′1 and F ′2 are naturally
equivalent via a natural transformation θ′ : F ′1

∼→ F ′2 admitting a description similar
to that of θ : F1

∼→ F2.
Let M be an integrable Uζ(b)-module, and let N be an integrable Uζ(b

′)-module.
Suppose η : M → N is a homomorphism of Uζ(b

′)-modules. Then η induces mor-
phisms η1 : F1(M)→ F ′1(N) and η2 : F2(M)→ F ′2(N) as follows:

• The evaluation map ε : H0(Uζ/Uζ(b),M) → M is a homomorphism of Uζ(b
′)-

modules. By Frobenius reciprocity, the composition η ◦ ε corresponds to a
Uζ(g

′)-module homomorphism H0(Uζ/Uζ(b),M)→ H0(Uζ(g
′)/Uζ(b

′), N). Call
this map ind(η). Restricting to the subspace F1(M) ⊂ H0(Uζ/Uζ(b),M), we
obtain the G′-module homomorphism η1 : F1(M)→ F ′1(M).

• The evaluation map ε : indGB(Muζ(b))→Muζ(b) ⊂Muζ(b′) is a B′-module homo-
morphism. Since η is a homomorphism of Uζ(b

′)-modules, the composition η ◦ε
has image in Nuζ(b′). Then, by Frobenius reciprocity, there exists a G′-module
homomorphism η2 : F2(M)→ F ′2(N) corresponding to the composition η ◦ ε.
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In particular, if M = N and σ = id, then we obtain morphisms of Uζ(g
′)-modules

(equivalently, rational G′-modules) σ1 : F1(M)→ F ′1(M) and σ2 : F2(M)→ F ′2(M),
which are natural in M , as well as morphisms of the higher derived functors σ•1 :
(R•F1)(M)→ (R•F ′1)(M) and σ•2 : (R•F2)(M)→ (R•F ′2)(M).

The morphisms σ•1, σ
•
2 are defined as follows: Let M → I• be a resolution of M

by injective integrable Uζ(b)-modules, and let M → Q• be a resolution of M by
injective integrable Uζ(b

′)-modules. Then there exists a chain map ϕ : I• → Q•

(i.e., a collection of compatible Uζ(b
′)-module homomorphisms) lifting the identity

id : M →M . It induces chain maps ϕ1 : F1(I•)→ F ′1(Q•) and ϕ2 : F2(I•)→ F ′2(Q•).
Then σ•1 = H(ϕ1) and σ•2 = H(ϕ2), the induced maps in cohomology. From the
definitions it is clear that θ′• ◦ σ•1 = σ•2 ◦ θ•.

Now let M be an integrable Uζ(g)-module. By the tensor identity and Kempf’s
vanishing theorem, we have

H i(Uζ(g)/Uζ(b),M) = 0 and
H i(Uζ(g

′)/Uζ(b
′),M) = 0.

(5.3.3)

Suppose M also satisfies

Ri indGBH
j(uζ(b),M) = 0 ∀ i > 0 and

Ri indG
′

B′ H
j(uζ(b

′),M) = 0 ∀ i > 0.
(5.3.4)

For such M , we have by the proof of Theorem 4.14 natural identifications

(RiF1)(M) ∼= H i(uζ(g),M)
(RiF ′1)(M) ∼= H i(uζ(g

′),M)
(5.3.5)

and

(RiF2)(M) ∼= indGBH
i(uζ(b),M)

(RiF ′2)(M) ∼= indG
′

B′ H
i(uζ(b

′),M).
(5.3.6)

We would like to obtain explicit descriptions of the morphisms σ•1 : (R•F1)(M) →
(R•F ′1)(M) and σ•2 : (R•F2)(M) → (R•F ′2)(M) compatible with the identifications
(5.3.5) and (5.3.6).

Lemma 5.8. Let M be an integrable Uζ(g)-module.

(a) Under the identifications (5.3.5), the morphism σ•1 : (R•F1)(M)→ (R•F ′1)(M)
is the cohomological restriction map induced by the injective algebra homomor-
phism uζ(g

′) ↪→ uζ(g).

(b) Suppose M satisfies (5.3.4). Under the identifications (5.3.6), the morphism
σ•2 : (R•F2)(M) → (R•F ′2)(M) is the G′-module homomorphism induced by
Frobenius reciprocity from the restriction map H•(uζ(b),M)→ H•(uζ(b

′),M).
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Proof. Let M → I• be a resolution of M by injective integrable Uζ(b)-modules, and
let M → Q• be a resolution of M by injective integrable Uζ(b

′)-modules. Then there
exists a chain map (a collection of Uζ(b

′)-module homomorphisms) ϕ : I• → Q• lifting
the identity id : M →M .

First we prove (a). Recall that F1,F ′1 are defined as compositions of functors:

F1 = (−)uζ(g) ◦H0(Uζ(g)/Uζ(b),−)

F ′1 = (−)uζ(g′) ◦H0(Uζ(g
′)/Uζ(b

′),−).

Since M satisfies (5.3.3), we conclude that

M → I
•

:= H0(Uζ(g)/Uζ(b), I•) and

M → Q
•

:= H0(Uζ(g
′)/Uζ(b

′), Q•)

are resolutions of M by injective integrable Uζ(g)-modules and injective integrable
Uζ(g

′)-modules, respectively. Also, ind(ϕ) : I
• → Q

•
is a chain map (a collection of

Uζ(g
′)-module homomorphisms) lifting the identity M →M . Now

(R•F1)(M) = H(F1(I•)) ∼= H((I
•
)uζ(g)) = H•(uζ(g),M) and

(R•F ′1)(M) = H(F ′1(Q•)) ∼= H((Q
•
)uζ(g′)) = H•(uζ(g

′),M).
(5.3.7)

(Recall the fact mentioned in §4.2 that injective integrable Uζ(g)-modules are injec-
tive for uζ(g), hence that H•(uζ(g),−) may be computed via resolutions by injec-
tive integrable Uζ(g)-modules.) Under the identifications of (5.3.7), we have ϕ1 =
Homuζ(g′)(k, ind(ϕ)). Since σ•1 is defined by σ•1 = H(ϕ1), we have σ•1 = H(ϕ1) =
H(Homuζ(g′)(k, ind(ϕ))) = res : H•(uζ(g),M) → H•(uζ(g

′),M), the restriction map
in cohomology induced by the inclusion uζ(g

′) ↪→ uζ(g). This proves (a).
Now we prove (b). Recall that F2,F ′2 are defined as compositions of functors:

F2 = indGB(−) ◦ (−)uζ(b)

F ′2 = indG
′

B′(−) ◦ (−)uζ(b′).

Since M satisfies (5.3.4), we conclude that

(R•F2)(M) = H(F2(I•)) = H(indGB((I•)uζ(b)))

∼= indGBH((I•)uζ(b)) = indGBH
•(uζ(b),M) and

(R•F ′2)(M) = H(F ′2(Q•)) = H(indG
′

B′((Q
•)uζ(b′)))

∼= indG
′

B′ H((Q•)uζ(b′)) = indG
′

B′ H
•(uζ(b

′),M)

Note that ϕ2 = ind(Homuζ(b′)(k, ϕ) : (I•)uζ(b) → (Q•)uζ(b′)), that is, ϕ2 is the chain
map induced by Frobenius reciprocity from the chain map

indGB(I•)uζ(b) ε→ (I•)uζ(b) ϕ→ (Q•)uζ(b′).
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This implies that σ•2 = H(ϕ2) = ind(res : H•(uζ(b),M) → H•(uζ(b
′),M)), that is,

σ•2 is the map induced by Frobenius reciprocity from the B′-module homomorphism
indGBH

•(uζ(b),M)
ε→ H•(uζ(b),M)

res→ H•(uζ(b
′),M). This proves (b).

Applying Lemma 5.8 in the special case M = k, we obtain the following theorem.

Theorem 5.9. Assume k to be algebraically closed and of characteristic good for
G, and assume that ` ≥ h, h the Coxeter number of Φ. Under the identifications
H2•(uζ(g), k) ∼= k[N ] and H2•(uζ(g

′), k) ∼= k[N ′] of Corollary 4.23, the restriction
homomorphism H2•(uζ(g), k) → H2•(uζ(g

′), k) induced by the inclusion of algebras
uζ(g

′) ↪→ uζ(g) is the restriction of functions.

Proof. Consider the following diagram

H•(uζ(g), k)

res

��

(R•F1)(k)

σ•1
��

θ• (R•F2)(k)

σ•2
��

indGBH
•(uζ(b), k)

ind(res)
��

k[N ]

��
�
�
�

H•(uζ(g
′), k) (R•F ′1)(k) θ′• (R•F ′2)(k) indG

′

B′ H
•(uζ(b

′), k) k[N ′]

in which all of the horizontal maps are isomorphisms. The diagram commutes by
Lemma 5.8 and by remarks made earlier in this section. We wish to determine the
induced map k[N ] 99K k[N ′].

From Corollary 4.20 we obtain the algebra isomorphisms H2•(uζ(b), k) ∼= S•(u∗)
and H2•(uζ(b

′), k) ∼= S•(u′∗). Proposition 5.7 states that under this identification, the

restriction homomorphism H2•(uζ(b), k)
res→ H2•(uζ(b

′), k) is the restriction of func-
tions from u to u′. Then in the diagram, the vertical map ind(res) : indGB S

•(u∗) →
indG

′

B′ S
•(u′∗) is the unique G′-module homomorphism obtained by Frobenius reci-

procity from the composition indGB S
•(u∗)

ε→ S•(u∗)
res→ S•(u′∗).

By the proof of Corollary A.8, the isomorphism k[N ]
∼→ indGB S

•(u∗) is the unique
G-module homomorphism such that the composition k[N ] → indGB S

•(u∗)
ε→ S•(u∗)

is the restriction of functions. Then the map

f : k[N ]→ indGB S
•(u∗)

ind(res)→ indG
′

B′ S
•(u′∗)

is the unique G′-module homomorphism such that the composition

ε ◦ f : k[N ]→ indGB S
•(u∗)

ind(res)→ indG
′

B′ S
•(u′∗)

ε→ S•(u′∗)

is the restriction of functions from N to u′. But the G′-module homomorphism

g : k[N ]
res→ k[N ′]→ indG

′

B′ S
•(u′∗)

also satisfies this property, that is, ε◦g : k[N ]→ S•(u′∗) is the restriction of functions
from N to u′. Then f = g, hence the induced map k[N ] 99K k[N ′] is the restriction
homomorphism res : k[N ]→ k[N ′] that restricts functions from N to N ′.
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5.4 The second Frobenius–Lusztig kernel

Throughout this section, assume k to be algebraically closed and p := char(k) to be
odd and very good for G (i.e., p is good for G, and p - n + 1 if Φ has type An).
Also assume ` ≥ h, h the Coxeter number of Φ, so that the algebra isomorphism
H2•(uζ(g), k) ∼= indGB S

•(u∗) of Corollary 4.23 holds.
In this section we establish cohomological finite-generation results for the higher

Frobenius–Lusztig kernel Uζ(G1) of Uζ(g) analogous to those proved by Friedlander
and Parshall for the second Frobenius kernel G2 of G [27, Theorem 1.11]. We achieve
this for root systems of Lie type A or D by arguments similar to those employed in the
classical situation. The classical arguments do not admit an obvious generalization
to other root systems because, in contrast to the classical situation, an arbitrary
quantized enveloping algebra may not embed as a Hopf-subalgebra of a quantized
enveloping algebra of Lie type A.

Our first goal is to generalize Proposition 4.12 to the higher Frobenius–Lusztig
kernels of Uζ(g), so that we may apply the theory of Chapter 2 to the study of
cohomology for Uζ(G1). We begin by summarizing certain representation-theoretic
data concerning the higher Frobenius–Lusztig kernels; this information is summa-
rized in greater detail in Appendix B. Fix r ∈ N. Define the set Xpr` of pr`-restricted
dominant weights in X+ by Xpr` = {λ ∈ X+ : 0 ≤ (λ, α∨) < pr` ∀ α ∈ Π}. For each
λ ∈ Xpr`, the Uζ(g)-module Lζ(λ) is irreducible for Uζ(Gr), and every irreducible
Uζ(Gr)-module is isomorphic to Lζ(λ) for some λ ∈ Xpr`. In particular, every irre-
ducible Uζ(Gr)-module lifts to Uζ(g). Set Stpr` = ∇ζ((p

r`−1)ρ) = Lζ((p
r`−1)ρ). We

call Stpr` the pr`-th Steinberg module for Uζ(g). It is simple, injective, and projective
for Uζ(Gr). As a module for Uζ(U

+
r ) = Uζ(Gr)

+, Stpr` ∼= Uζ(U
+
r ).

Lemma 5.10. Fix integers 0 ≤ r ≤ s ≤ ∞. The algebra Uζ(Gs) is a smash product of
the algebras Uζ(Gr) and Uζ(Gs)//Uζ(Gr). The algebra Uζ(Gs) is a free (in particular,
flat) module for both the left and right regular actions of Uζ(Gr) on Uζ(Gs).

Proof sketch. The proof is essentially the same as that of Proposition 4.12 in the case
J = Π, except that the algebra uζ(g) is replaced by Uζ(Gr), the algebra Uζ(g) is
replaced by Uζ(Gs), and the module St` is replaced by Stpr`.

Now, Theorem 2.23 implies the existence of a spectral sequence satisfying

Ei,j
2 (g) = H i(Uζ(G1)//uζ(g), Hj(uζ(g), k))⇒ H i+j(Uζ(G1), k). (5.4.1)

Using the isomorphism Uζ(G1)//uζ(g) ∼= hy(G1) and the results of §4.2, we rewrite
(5.4.1) as

Ei,j
2 (g) = H i(G1, indGB S

j/2(u∗))⇒ H i+j(Uζ(G1), k). (5.4.2)

In particular, Ei,j
2 (g) = 0 unless j is even.
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Let ν denote the maximal root in Φ. If Φ has only one root length, then ν is the
minimal element among the non-zero dominant weights lying in the root lattice (cf.
[35, §13.4, Example 2]).

Lemma 5.11. [27, Lemma 1.5] Suppose Φ has rank n. Let w ∈ W be such that
−w · 0 = ρ− wρ ≥ sν for some positive integer s. Then `(w) ≥ n+ s− 1.

Proposition 5.12. In the spectral sequence (5.4.2), suppose Ei,j
2 (g) 6= 0 with i+ j =

2p+ 1. Write j = 2p− 2s for some 0 ≤ s ≤ p.

(a) If Φ is of type An, then n− 2 ≤ s ≤ n.

(b) If Φ is of type Dn, then n− 2 ≤ s ≤ 2(n− 1).

Proof. The proof here follows exactly the strategy of [27, Proposition 1.6]. We provide
the details here in order to show that the argument extends to good characteristics.
(The original result is proven under the assumption p > h.) Set n = rank(Φ), and
write Π = {α1, . . . , αn}, with the simple roots labeled in the standard way (as in,
e.g., [15, Appendix]).

Since char(k) is good for G, the rational G-module indGB S
j/2(u∗) admits a good

filtration [37, Lemma II.12.12]. The non-vanishing of Ei,j
2 (g) then implies that there

exists a dominant weight µ ∈ X+ such that µ is a weight of indGB S
j/2(u∗) and such

that H i(G1, H
0(µ)) 6= 0. If j > 0, then µ must be of the form µ = w · 0 + pλ 6= 0

for some λ ∈ X+ and w ∈ W with `(w) ≤ i. Indeed, the proof of [2, Corollary 5.5]
(which establishes the given form for µ in the classical p > h case) remains valid for
k of good characteristic if we apply the stronger form of [2, Proposition 5.4] proved
in [43, Theorem 2].

It follows from Corollary A.8 that any weight µ of indGB S
p−s(u∗) must satisfy

µ ≤ (p− s)ν (because any weight of S•(g∗) must be ≤ ν). Since p is very good for G
(by assumption), we have p - [X : ZΦ], hence λ = (µ − w · 0)/p ∈ X+ must belong
to the root lattice. This implies that λ ≥ ν by the comment immediately preceding
Lemma 5.11. Now we get −w · 0 = pλ − µ ≥ sν + p(λ − ν) ≥ sν, so Lemma 5.11
implies that i ≥ `(w) ≥ n + s − 1. The inequality −w · 0 ≥ sν also implies n ≥ s
(resp. 2(n− 1) ≥ s) if Φ has type An (resp. type Dn), because there are only n (resp.
2(n− 1)) roots ≥ α1 in Φ. Since i = 2s+ 1, this proves the proposition.

We can now prove the main theorem of this chapter.

Theorem 5.13. (cf. [27, Theorem 1.11]) Assume the field k to be algebraically closed
and p := char(k) to be odd and very good for G. Assume also that ` is odd, ` ≥ h,
and one of the following conditions is satisfied:

(1) Φ is either of type An or of type Dn, and n > p+ 2,

(2) Φ is of type An and ` ≥ n+ 4, or
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(3) Φ is of type Dn and ` ≥ 4n.

Then for any finite-dimensional Uζ(G1)-module M , H•(Uζ(G1),M) is a finite module
for the Noetherian algebra H•(Uζ(G1), k).

Proof. By Theorem 2.23, there exists a spectral sequence satisfying

Ei,j
2 (M) = H i(Uζ(G1)//uζ(g), Hj(uζ(g),M))⇒ H i+j(Uζ(G1),M). (5.4.3)

Identifying Uζ(G1)//uζ(g) with hy(G1), we may rewrite (5.4.3) as

Ei,j
2 (M) = H i(G1, H

j(uζ(g),M))⇒ H i+j(Uζ(G1),M). (5.4.4)

SettingM = k, we recover (5.4.1). Also, the spectral sequence Er(M) is a module over
Er(k) (i.e., for each r ≥ 2, E•,•r (M) is a bigraded module over E•,•r (k), and the module
structure is compatible with the differentials of the respective spectral sequences).
Now, identifying the category of integrable Uζ(G1)//uζ(g) = hy(G1)-modules with the
category of rational G1-modules and applying Theorem 4.24, we obtain the following
situation: H•(uζ(g), k) is a Noetherian k-algebra on which G1 acts rationally by k-
algebra automorphisms, H•(uζ(g),M) is a rational G1-module on which H•(uζ(g), k)
acts compatibly, and H•(uζ(g),M) is a finite module for H•(uζ(g), k). Then by [62,
Theorem 3.5, Lemma 3.3], we conclude that E•,•2 (M) = H•(G1, H

•(uζ(g),M)) is a
finite module for the Noetherian algebra E•,•2 (g) = H•(G1, H

•(uζ(g), k)). To prove
the assertion of the theorem, it now suffices by a standard argument (cf. [25, Lemmas
7.4.4, 7.4.5]) to show that the E2 page E•,•2 (g) = H•(G1, H

•(uζ(g), k)) of (5.4.1) is
finitely-generated over a Noetherian subalgebra of permanent cycles.

Define S ⊂ H2p(uζ(g), k) to be the vector subspace spanned by all p-th powers of
elements of H2(uζ(g), k), and let R ⊂ H•(uζ(g), k) be the subalgebra generated by
S. Evidently, R ⊂ H0(G1, H

•(uζ(g), k)) (because G1 acts trivially on all p-th powers
of elements in H•(uζ(g), k)), and H•(uζ(g), k) is finitely-generated over R. Applying
Property CNoeth of [62, §3] once more, we conclude that E•,•2 (g) is finitely-generated
over the subalgebra H•(G1, R) = H•(G1, k)⊗R ⊂ E•,•2 (g). We claim that H•(G1, R)
consists of permanent cycles. Since the differential of (5.4.1) is an algebra derivation,
it suffices to show that the subspace S ⊂ E0,2p

2 (g) consists of permanent cycles.
Denote the differential Ei,j

s (g)→ Ei+s,j−s+1
s (g) of (5.4.1) by di,js (g). To prove the

claim for S, it suffices to prove that d0,2p
2s+1(g)(S) = 0 for 1 ≤ s ≤ p. (We have used

the fact that Ei,j
2 (g) = 0 unless j is even.) Suppose Φ is of type An or Dn. According

to Proposition 5.12, if d0,2p
2s+1(g) 6= 0, then s ≥ n− 2. If n > p+ 2, then n− 2 > p, so

d0,2p
2s+1(g) ≡ 0 for all 1 ≤ s ≤ p. This proves the claim in case condition (1) is satisfied.

By assumption, rank(Φ) = n. For each m ≥ n, let Φm denote the rank m indecom-
posable root system of the same Lie type as Φ, and let gm denote the corresponding
simple Lie algebra over k (i.e., the Lie algebra over k obtained via base-change from a
Chevalley basis for the simple complex Lie algebra having root system Φm). Then the
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inclusion of root systems Φ ⊆ Φm induces an inclusion of algebras Uζ(g) ⊂ Uζ(gm),
hence a morphism of spectral sequences f •,•s : E•,•s (gm)→ E•,•s (g), such that the map

f 0,•
2 : E0,•

2 (gm)→ E0,•
2 (g)

is induced by the restriction map H•(uζ(gm), k)→ H•(uζ(g), k) studied in §5.3. If `
is at least the Coxeter number of Φm, so that Corollary 4.23 holds for uζ(gm) as well
as for uζ(g), then we can apply Theorem 5.9 to conclude that S ⊆ im(f 0,2p

2 ).
Now suppose condition (2) is satisfied, so that Φ has type An and ` ≥ n + 4.

Then Φ ⊂ Φn+3, and for each 1 ≤ s ≤ p we have the following commutative diagram
(where g′ = gn+3):

E0,2p
2s+1(g′)

d0,2p2s+1(g′)

//

f0,2p
2s+1

��

E2s+1,2p−2s
2s+1 (g′)

f2s+1,2p−2s
2s+1

��

E0,2p
2s+1(g)

d0,2p2s+1(g)

// E2s+1,2p−2s
2s+1 (g)

According to Proposition 5.12, d0,2p
2s+1(g) ≡ 0 if 1 ≤ s ≤ (n−3) or if (n+1) ≤ s ≤ p, and

d0,2p
2s+1(g′) ≡ 0 if 1 ≤ s ≤ n (because n = rank(Φn+3)+3). Since ` is at least the Coxeter

number of Φn+3, we have S ⊆ im(f 0,2p
2 ). It follows then from the commutativity of

the above diagram that d0,2p
2s+1(g)(S) = 0 for 1 ≤ s ≤ n, hence that d0,2p

2s+1(g)(S) = 0
for all 1 ≤ s ≤ p. This proves that the set S consists of permanent cycles whenever
condition (1) is satisfied. The proof that S consists of permanent cycles whenever
condition (3) is satisfied is similar to that for condition (2), and the details are left
to the reader. (Embed Φ in Φ2n+1, which has Coxeter number 2(2n + 1) − 2 = 4n.
Then argue as for type A, using part (b) of Proposition 5.12.)



Appendix A

The nilpotent variety

In this chapter, assume the field k to be algebraically closed. The following results
are well-known if p := char(k) is zero or if p is sufficiently large (a typical assumption
is p > h, h the Coxeter number of Φ), though they hold more generally under weaker
assumptions on p.

A.1 Coordinate ring of the nullcone

Let Φ be a finite, irreducible root system. Recall the dual root system Φ∨ is defined
by Φ∨ = {α∨ : α ∈ Φ}, where α∨ = 2α/(α, α). A prime p is said to be bad for Φ if
the group ZΦ/ZΦ1 has p-torsion for some closed root subsystem Φ1 of Φ. If p is not
a bad prime for Φ, then it is called good for Φ. If, moreover, Φ has type An and if
p - n+ 1, then we call p a very good prime. The prime p is called a torsion prime for
Φ if the group ZΦ∨/ZΦ∨1 has p-torsion for some closed root subsystem Φ1 of Φ. The
bad primes and torsion primes for each indecomposable root system are as follows
(cf. [58, §I.4.3]):

Root System Bad Primes Torsion Primes
An (n ≥ 1) none none
Bn (n ≥ 2) 2 2
Cn (n ≥ 3) 2 none
Dn (n ≥ 4) 2 2
E6, E7, F4 2, 3 2, 3
E8 2, 3, 5 2, 3, 5
G2 2, 3 2

Let gC be the simple, complex Lie algebra with root system Φ. Fix a Chevalley
basis {Xα, α ∈ Φ;hi, 1 ≤ i ≤ n} for gC, and let g = gk denote the Lie algebra obtained
via base-change to k from the given Chevalley basis for gC. Let G denote the simple,
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simply-connected algebraic group over k of the same Lie type as g. Then g ∼= Lie(G)
(cf. [10, §3.3] or [59, Remark, p.50]).

We say that a prime p is good for g (resp. G) if it is good for the root system Φ. It
is well-known that if p := char(k) is good for g, then the set N of nilpotent elements
in g is a closed, irreducible subvariety of g of codimension n := rank(g) [58, Theorem
III.3.3]. The set N is called the nullcone of g. Its coordinate ring is denoted by k[N ].
We would like to obtain an explicit description for k[N ] whenever p is good for g.
First we need some preliminary results.

Let X denote the weight lattice of Φ, and let S(X) denote the (integral) symmetric
algebra on the abelian group X. The Weyl group W of Φ acts naturally on X. This
induces an action of W on S(X). The following theorem describing the Weyl group
invariants in S(X) is due to Demazure:

Theorem A.1. [22] Let R be a ring in which p · 1R is a unit for each torsion prime p
of Φ. Then S(X)W ⊗k is a polynomial algebra on homogeneous generators of degrees
d1, . . . , dn, the degrees of the basic polynomial invariants of W . (See [15, Appendix]
for a list of the di corresponding to each irreducible root system.) If, moreover, 2 · 1R
is a unit in R whenever Φ has type C, then S(X ⊗ k)W = S(X)W ⊗ k.

Recall that G acts on g via the adjoint action, and on g∗ via the coadjoint action.
Then G acts naturally on k[g] = S(g∗), the coordinate ring of the affine variety g.

Lemma A.2. Assume char(k) is good for g. Then the ring S(g∗)G of G-invariants in
S(g∗) is a polynomial algebra on homogeneous generators of degrees d1, . . . , dn, the
degrees of the basic polynomial invariants of W .

Proof. Let h denote the Cartan subalgebra of g spanned by h1 ⊗ 1, . . . , hn ⊗ 1 ∈ g.
(We write hi ⊗ 1 to emphasize the fact that g is obtained via base-change from the
fixed Chevalley basis for gC.) The vector space X ⊗ k identifies naturally with the
vector space h∗ = Homk(h, k), and this identification is compatible with the actions
of W on X and h. Then the symmetric algebra S(X ⊗ k) identifies naturally with
the coordinate ring k[h] = S(h∗) of h. Since char(k) is good for g, the hypotheses of
Theorem A.1 are satisfied for R = k, hence S(h∗)W = S(X ⊗ k)W is a polynomial
algebra on homogeneous generators of degrees d1, . . . , dn. Now, according to Kac and
Weisfeiler [39, Theorem 4], the embedding h ⊂ g induces an isomorphism of algebras
S(g∗)G

∼→ S(h∗)W . Thus, the inverse image in S(g∗)G of the polynomial generators
for S(h∗)W provides a set of generators for S(g∗)G satisfying the conditions of the
lemma.

We can now describe k[N ] in terms of the G-invariant polynomials in S(g∗).

Theorem A.3. (cf. [63, Proposition 6.9]) Let S = S(g∗) denote the coordinate ring
of the affine variety g. Let SG denote the subring of all G-invariant polynomials, and
let SG+ denote the set of all homogeneous G-invariant polynomials of positive degree.
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Assume that the characteristic p of k is good for G. Then the ideal in S generated
by SG+ is a prime ideal, and k[N ] ∼= S/SG+S.

Proof sketch. We follow the strategy of Veldkamp [63, §§4–6], who proved the result
for p satisfying (p, |W |) = 1; using Lemma A.2, we are able to extend the result to
all good characteristics.

Let J1, . . . , Jn ∈ SG+ be the algebraically independent homogeneous generators
identified in Lemma A.2. Define η : g → kn by η(X) = (J1(X), . . . , Jn(X)). It
suffices to show that η−1(0) = N , and that SG+S = (J1, . . . , Jn) is a prime ideal in S.

Let h be the Cartan subalgebra of g defined in the proof of Lemma A.2, and let
u be the Lie subalgebra of g generated by {Xα : α ∈ Φ−}. Then b = h⊕ u is a Borel
subalgebra in g. If X ∈ h, Y ∈ u, and f ∈ SG, then f(X+Y ) = f(X) by [63, Lemma
4.4] (which is valid for all p). From this it follows that if X ∈ g is arbitrary, and if
X = Xs +Xn is the Jordan–Chevalley decomposition for X, then

f(X) = f(Xs +Xn) = f(Xs). (A.1.1)

Indeed, f(Ad(g)(X)) = f(X) for all g ∈ G, and after conjugation by G, we may
assume Xs ∈ h and Xn ∈ u.

Let O be a semisimple G-orbit in g (i.e., O is the G-orbit of a semisimple element
in g). Then the intersection O ∩ h is a W -orbit in h, and every semisimple orbit in g

intersects h in precisely one W -oribt [58, II.3.16]. According to [39, Theorem 4], the
embedding h∗ ⊂ g∗ induces an isomorphism of algebras S(g∗)G

∼→ S(h∗)W = k[hW ].
Then (A.1.1) implies η(X) = 0 if and only if X is nilpotent, hence η−1(0) = N .

We know thatN is an irreducible subvariety of g by [58, Theorem III.3.3]. Then, to
show that SG+S = (J1, . . . , Jn) is a prime ideal in S, it suffices by [42, Lemma 4] to show
that there exists a point y ∈ N such that the set of derivatives {(dJ1)y, . . . , (dJn)y}
forms a linearly independent set. This is the content of [63, Corollary 6.6], the proof
of which remains true when p is good for g (and not just when (p, |W |) = 1).

A.2 Characters of the nullcone

Now we would like to compute the formal characters of each homogenous component
of the graded ring k[N ]. First we require a preliminary result from commutative alge-
bra. Recall that a sequence {x1, . . . , xn} in a commutative ring R is called a regular
sequence if, for all 1 ≤ i ≤ n, multiplication by xi is injective on R/(x1, . . . , xi−1),
and if M/(x1, . . . , xn) 6= 0.

Theorem A.4 (Krull’s Principal Ideal Theorem). Let R be a commutative ring with
identity. The height of every proper ideal I ⊂ R generated by n elements x1, . . . , xn is
at most n, with equality if and only if the elements x1, . . . , xn form a regular sequence
in R.
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Lemma A.5. (cf. [26, Proposition 4.2]) Assume that the characteristic of k is good
for G. Then S(g∗) is a free graded S(g∗)G-module.

Proof. Our proof is essentially the same as that of [26, Proposition 4.2]. Set S =
S(g∗), and set S ′ = S(h∗). Choose algebraically independent homogeneous generators
x1, . . . , xn, n = rank(g), for SG. By a freeness criterion of Bourbaki [11, V, §5.5,
Lemma 5], to show that S is free over SG, it suffices to show that {x1, . . . , xn} is a
regular sequence in S.

Fix a root space decomposition g = u ⊕ h ⊕ u+ for g, and choose elements
xn+1, . . . , xm ∈ g∗ = S1(g∗), m = dim(g), corresponding to basis elements in g∗ dual
to the subspace u⊕u+. Now let P ⊂ S be a prime ideal with (x1, . . . , xm) ⊆ P . Recall
that prime ideals of S containing SG+S correspond to closed irreducible subvarieties
of the nullcone N . So let V ⊂ N be the closed irreducible subvariety corresponding
to P , and choose v ∈ V . Then v ∈ N (obviously), and v ∈ h, because the coordinate
functions xn+1, . . . , xm of u⊕u+ are all elements of P . But N ∩h = {0}, hence v = 0.
We conclude that the only prime ideal of S containing (x1, . . . , xm) is the maximal
ideal S+ =

∑
i≥1 S

i(g∗) corresponding to 0 ∈ N . Then ht(x1, . . . , xm) = htS+ = m,
whence (x1, . . . , xm) must be a regular sequence in S by Theorem A.4. In particular,
{x1, . . . , xn} must be a regular sequence in S. This proves the lemma.

Lemma A.6. Assume that the characteristic of k is good for G. Then there exists a
graded T -module isomorphism S ∼= SG ⊗ k[N ].

Proof. By the complete reducibility of S(g∗) as a T -module, we can choose a graded
subspace H ⊂ S such that S = SG+S ⊕ H is a T -module direct sum decomposition.
Then by [42, Lemma 1.1], the natural map SG⊗H → S is a vector space isomorphism,
and the elements of H form an SG-module basis for S. From this it follows that there
exists a graded T -module isomorphism H ∼= S/SG+S

∼= k[N ], hence that there exists
a graded T -module isomorphism S ∼= SG ⊗ k[N ].

The next result is due to Hesselink in the case char(k) = 0.

Theorem A.7. [34, Theorem] Retain the notations and assumptions of Theorem
A.3. Let kn[N ] denote the image of Sn(g∗) in k[N ] under the natural projection map
S(g∗)→ S/SG+S

∼= k[N ]. Then the formal character of kn[N ] is given by the formula∑
λ∈X+

∑
w∈W

(−1)`(w)pn(w · λ)χ(λ),

where w · λ = w(λ + ρ) − ρ is the usual dot action of w on λ, χ(λ) is the formal
character of the finite-dimensional irreducible complex gC-module of highest weight
λ, and pn(ν) is the dimension of the ν-weight space of Sn(u∗) (i.e., pn(ν) is the number
Φ+-tuples (n(α))α ∈ NN such that ν =

∑
α∈Φ+ n(α)α and n =

∑
α∈Φ+ n(α)).

Proof. The proof of the theorem follows exactly as in [34].
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Corollary A.8. (cf. [2, Lemma 3.9]) Assume that the characteristic of k is good for
G. Then there exists an isomorphism of graded G-algebras k[N ]

∼→ indGB S
•(u∗).

Proof. As in [2, §3.9], the natural restriction map S(g∗)→ S(u∗) induces by Frobenius
reciprocity an injective G-algebra homomorphism ϕ : k[N ] → indGB S

•(u∗). To show
that ϕ is surjective, it suffices to show that the formal character of each homogeneous
component kn[N ] of k[N ] is the same as that of indGB S

n(u∗). But this follows from
the calculations in [2, §3.8], since by [43, Theorem 2] we have Ri indGB S

•(u∗) = 0 for
all i > 0.

Remark A.9. According to Kostant’s formula [35, Theorem 24.2], the sum

∞∑
n=0

∑
w∈W

(−1)`(w)pn(w · λ)

is the multiplicity with which the zero weight occurs in the weight space decomposi-
tion for the induced module H0(λ) = indGB λ. Since char(k) is good for Φ, the induced
module indGB S

•(u∗) ∼= k[N ] admits a good filtration [37, II.12.12]. Then the multi-
plicity with which H0(λ) occurs in a good filtration for k[N ] is equal to H0(λ)T . This
observation is due to Kostant in the case char(k) = 0 [42, Theorem 11].
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Appendix B

Representations of higher
Frobenius–Lusztig kernels

This appendix provides a brief summary of certain representation-theoretic data for
the higher Frobenius–Lusztig kernels Uζ(Gr) of Uζ(g) that is needed in §5.4. Since
many of the results here follow, mutatis mutandis, from the same arguments as the
corresponding classical results for the Frobenius kernels Gr of G, we do not always
provide complete proofs, but instead provide references to the literature whenever the
task of translating a proof is routine.

Let k be a field of positive characteristic p 6= 2, with p 6= 3 if Φ has type G2. Let
` ∈ N be an odd positive integer with ` coprime to 3 if Φ has type G2, and let ζ ∈ k×
be a primitive `-th root of unity. Fix r ∈ N, and let Uζ(Gr) be the higher Frobenius–
Lusztig kernel of Uζ(g) defined in §1.1. Let Uζ(Br), Uζ(Ur), Uζ(Tr), etc., denote the
subalgebras of Uζ(Gr) corresponding to the subgroups Br, Ur, Tr, etc., of Gr.

Define the set Xpr` of pr`-restricted dominant weights in X+ by

Xpr` =
{
λ ∈ X+ : 0 ≤ (λ, α∨) < pr` ∀ α ∈ Π

}
.

Fix λ ∈ Xpr`, and write λ = λ0 + `λ1 with λ0 ∈ X` and λ1 ∈ X+. Since λ ∈ Xpr`, we
have λ1 ∈ Xpr , the set of pr-restricted dominant weights. According to [3, Theorem
1.10], the simple Uζ(g)-module Lζ(λ) is isomorphic to Lζ(λ0)⊗ L(λ1)[1]. Here L(λ1)
denotes the simple rational G-module of highest weight λ1 ∈ X+. Since Lζ(λ0)
is simple as a module for uζ(g) [3, Theorem 1.9], and since L(λ1) is simple as a
module for Gr (equivalently, as a module for hy(Gr) = Uζ(Gr)//uζ(g)), it follows
that Lζ(λ) is simple as a module for Uζ(Gr). We will show that every simple Uζ(Gr)-
module has the form Lζ(λ) for some λ ∈ Xpr`. We will also show that the simple
module Stpr` := Lζ((p

r` − 1)ρ), the pr`-th Steinberg module for Uζ(g), is injective
and projective as a module for Uζ(Gr).

First some general facts on the representation theory of finite-dimensional Hopf al-
gebras: Let H be a finite-dimensional Hopf algebra. The dual space H∗ = Homk(H, k)
is also a Hopf algebra in a natural way, and the functor H 7→ H∗ is a self-duality on
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the category of all finite-dimensional Hopf algebras [37, I.8.3]. Then [44, Theorem]
implies that there exists a non-degenerate associative bilinear form b : H ×H → k,
that is, a non-degenerate bilinear form b : H ×H → k such that b(x, yz) = b(xy, z)
for all x, y, z ∈ H.

Recall that a finite-dimensional k-algebra A is called a Frobenius algebra if the
left modules AA and (AA)∗ are isomorphic. Finite-dimensional modules for Frobe-
nius algebras are projective if and only if they are injective [19, Theorem 62.11].
The property of being a Frobenius algebra is equivalent to the existence of a non-
degenerate associative bilinear form A×A→ k [19, Theorem 61.3]. It follows that ev-
ery finite-dimensional Hopf algebra H is a Frobenius algebra, and a finite-dimensional
H-module is projective if and only if it is injective.

Let A be a k-algebra, M a left A-module, and S : A→ A an anti-automorphism.
Denote the left action of a ∈ A on m ∈ M by a · m = am. Define (S)M to be the
right A-module that coincides with M as a k-vector space, and with right A-action
given by m · a = S(a)m. Similarly, if N is a right A-module, define N (S) to be the
left A-module that coincides with N as a k-vector space, and with left A-action given

by a · n = nS(a). Of course,
(

(S)M
)(S−1) ∼= M and (S−1)

(
N (S)

) ∼= N . The following
elementary lemmas are now easily verified:

Lemma B.1. Let A be a k-algebra and S : A→ A an anti-automorphism. If M is a
projective (resp. injective) left A-module, then (S)M is a projective (resp. injective)
right A-module. If N is a projective (resp. injective) right A-module, then N (S) is a
projective (resp. injective) left A-module.

Lemma B.2. Let A be a finite-dimensional k-algebra. If M is a finite-dimensional
projective (resp. injective) right A-module, then M∗ = Homk(M,k) is injective (resp.
projective) in the category of finite-dimensional left A-modules.

Interchanging the words left and right in the statement of Lemma B.2 yields an
analogous true statement. Combining Lemmas B.1 and B.2 gives the following result:

Lemma B.3. Let A be a finite-dimensional k-algebra, S an anti-automorphism of
A, and M a finite-dimensional left A-module. Define a left action of A on M∗ via
(a · f)(m) = f(S(a)m). With this action, if M is a projective (resp. injective) left
A-module, then M∗ is injective (resp. projective) in the category of finite-dimensional
left A-modules.

Next we make some comments concerning the algebras Uζ(Ur) and Uζ(Br); anal-
ogous statements hold for the algebras Uζ(U

+
r ) and Uζ(B

+
r ).

Lemma B.4. Let V be a non-zero (left or right) Uζ(Ur)-module. Then V Uζ(Ur) 6= 0.

Proof. The algebra Uζ(Ur) is spanned by monomial basis vectors of the form F (m)

with 0 ≤ mi < pr` for all 1 ≤ i ≤ N (cf. §1.2). Let 0 6= v ∈ V , and choose F (m) with
maximal mi such that w := F (m).v 6= 0 (resp. 0 6= w := v.F (m)). Then it follows from
Lemma 3.1 that 0 6= w ∈ V Uζ(Ur). In particular, V Uζ(Ur) 6= 0.
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Lemma B.4 implies that, up to isomorphism, there exists a unique irreducible (left
or right) Uζ(Ur)-module, namely, the trivial module k. Since the space of invariants
Uζ(Ur)

Uζ(Ur) for the (left or right) regular action is one-dimensional, spanned by the
vector F (a) with ai = pr` − 1 for all i, we conclude that the regular module Uζ(Ur)
is indecomposable, hence that it is the (left and right) projective cover for k. Since
the dual of every irreducible left (resp. right) Uζ(Ur)-module is an irreducible right
(resp. left) module, the regular module Uζ(Ur) is also injective [19, Theorem 58.6],
hence it is the (left and right) injective hull for k as well. (Consequently, Uζ(Ur) is a
Frobenius algebra by Lemma B.2.)

Lemma B.5. Let M be a finite-dimensional Uζ(Br)-module. The following state-
ments are equivalent:

(1) M is injective as a Uζ(Br)-module.

(2) M is injective as a Uζ(Ur)-module.

(3) M is projective as a Uζ(Ur)-module.

(4) M is projective as a Uζ(Br)-module.

Proof. Statements (1) and (4) are equivalent because Uζ(Br) is a finite-dimensional
Hopf algebra, hence a Frobenius algebra. If M is projective for Uζ(Br), then it is
projective for Uζ(Ur) because Uζ(Br) is free as a left Uζ(Ur)-module, so (4) ⇒ (3).
A finite-dimensional Uζ(Ur)-module is injective if and only if it is projective, because
the injective hull and the projective cover of the unique irreducible Uζ(Ur)-module k
are isomorphic. So (2) is equivalent to (3). Finally, the implication (3) ⇒ (4) follows
by the same argument as in the classical case, cf. the proof of [37, Lemma II.9.4]: For
any Uζ(Br)-module N , we have

HomUζ(Ur)(M,N) =
⊕
λ

HomUζ(Ur)(M,N)λ =
⊕
λ

HomUζ(Br)(M ⊗ λ,N).

If HomH(M,−) is exact, then so must be each HomUζ(Br)(M ⊗ λ,−). In particular,
HomUζ(Br)(M,−) must be exact.

Lemma B.5 remains true if Uζ(Ur), Uζ(Br) are replaced by Uζ(U
+
r ), Uζ(B

+
r ).

It follows from [24, Lemma A3.4] that every Uζ(Tr)-module admits a weight space
decomposition in the sense of [5, §1.2]. In particular, every irreducible Uζ(Tr)-module
is one-dimensional. The set {kλ : λ ∈ Xpr`} forms a complete set of non-isomorphic
one-dimensional Uζ(Tr)-modules.

Write the identity 1 ∈ Uζ(Tr) as a sum of primitive orthogonal idempotents:

1 =
∑

λ∈Xpr` eλ.
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So, in the notation of [5, §1.2], u.eλ = χλ(u).eλ for all u ∈ Uζ(Tr). Then Uζ(Br) =⊕
λ∈Xpr` Uζ(Ur)eλ is a left Uζ(Br)-module direct sum decomposition. Each Uζ(Ur)eλ

is injective and projective for Uζ(Br) by Lemma B.5. The module Uζ(Ur)eλ has socle
λ− 2(pr`− 1)ρ and head λ. We conclude that, as a Uζ(Br)-module, Uζ(Ur)eλ is the
projective cover of λ and the injective hull of λ− 2(pr`− 1)ρ.

Now, borrowing notation from the classical case, define left Uζ(Gr)-modules by

Zr(λ) = Uζ(Gr)⊗Uζ(B+
r ) λ

Z ′r(λ) = ind
Uζ(Gr)

Uζ(Br)
λ = HomUζ(Br)(Uζ(Gr), λ)

The left Uζ(Gr)-module structure of Z ′r(λ) is induced by the right multiplication of
Uζ(Gr) on itself. As vector spaces, Zr(λ) ∼= Uζ(Ur)⊗λ and Z ′r(λ) ∼= Homk(Uζ(U

+
r ), λ).

More generally, if M is a Uζ(Br)-module, then

Z ′r(M) = ind
Uζ(Gr)

Uζ(Br)
(M) = HomUζ(Br)(Uζ(Gr),M) ∼= Homk(Uζ(U

+
r ),M).

The last isomorphism is an isomorphism of vector spaces. In particular, Z ′r(−) is
exact. The discussion of the previous paragraph now implies the following lemma:

Proposition B.6. Let λ ∈ X.

(1) As a module for Uζ(Br), Zr(λ) is the projective cover of λ and the injective hull
of λ− 2(pr`− 1)ρ.

(2) As a module for Uζ(B
+
r ), Z ′r(λ) is the injective hull of λ and the projective cover

of λ− 2(pr`− 1)ρ.

The module Zr(λ)∗ has highest weight 2(pr` − 1)ρ − λ. Then there exists a
Uζ(B

+
r )-module homomorphism 2(pr` − 1)ρ − λ → Zr(λ)∗, hence a Uζ(Gr)-module

homomorphism ϕ : Zr(2(pr`−1)ρ−λ)→ Zr(λ)∗. Considered as a module for Uζ(Br),
Zr(λ)∗ is the projective cover of 2(pr`−1)ρ−λ) by Lemma B.3. Then the map ϕ must
be surjective. Since the domain and range of ϕ are each of the same finite dimension
(pr`)N , N = |Φ+|, the map ϕ must be an isomorphism of Uζ(Gr)-modules. Similarly,
the natural Uζ(Br)-module homomorphism Z ′r(λ)∗ → 2(pr` − 1)ρ − λ induces an
isomorphism of Uζ(Gr)-modules Z ′r(λ)∗ ∼= Z ′r(2(pr`− 1)ρ− λ). We have proved:

Lemma B.7. Let λ ∈ X. Then there exist isomorphisms of Uζ(Gr)-modules

Zr(λ)∗ ∼= Zr(2(pr`− 1)ρ− λ) and

Z ′r(λ)∗ ∼= Z ′r(2(pr`− 1)ρ− λ).

Lemma B.4 and Proposition B.6 imply that Zr(λ)Uζ(Ur) and Z ′r(λ)Uζ(U+
r ) are each

one-dimensional, hence that Zr(λ) and Z ′r(λ) each have simple socle when considered
as a Uζ(Gr)-module. Dualizing using Lemma B.7, we conclude that Zr(λ) and Z ′r(λ)
each have simple head when considered as a Uζ(Gr)-module.

Set Lζ,r(λ) = socUζ(Gr) Z
′
r(λ).
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Proposition B.8. (cf. [37, Proposition II.3.10]) Let λ ∈ X. Then

Lζ,r(λ)Uζ(U+
r ) ∼= λ, (B.0.1)

Zr(λ)/ radUζ(Gr) Zr(λ) ∼= Lζ,r(λ), (B.0.2)

EndUζ(Gr)(Lζ,r(λ)) ∼= k. (B.0.3)

Each simple Uζ(Gr)-module is isomorphic to exactly one Lζ,r(λ) with λ ∈ Xpr`.

Let λ ∈ Xpr`. Since Lζ(λ)Uζ(U+) = Lζ(λ)Uζ(U+
r ) ∼= λ, and since Lζ(λ) is simple

as a module for Uζ(Gr), we conclude that Lζ,r(λ) ∼= Lζ(λ) as Uζ(Gr)-modules. This
proves the claim that every simple Uζ(Gr)-module lifts to a simple Uζ(g)-module.

Given λ ∈ Xpr`, let Qζ,r(λ) denote the injective hull of Lζ,r(λ) as a Uζ(Gr)-module.
It is also the projective cover of Lζ,r(λ) as a Uζ(Gr)-module, cf. [37, II.11.5]. Arguing
along the lines of [37, II.11.4], we get:

Proposition B.9. Let λ ∈ Xpr`. The Uζ(Gr)-module Qζ,r(λ) admits a filtration of
the form 0 = M0 ⊂ M1 ⊂ · · · ⊂ Ms = Qζ,r(λ) such that each factor has the form
Mi/Mi−1

∼= Zr(λi) for some λi ∈ Xpr`. For each µ ∈ Xpr`, the number of i (1 ≤ i ≤ s)
with λi = µ is equal to [Zr(µ) : Lζ,r(λ)].

Recall Stpr` = Lζ((p
r`− 1)ρ) ∼= Lζ,r((p

r`− 1)ρ). We have

Stpr` = socUζ(Gr) Z
′
r((p

r`− 1)ρ) ∼= Zr((p
r`− 1)ρ)/ radUζ(Gr) Zr((p

r`− 1)ρ).

Again arguing as in the classical situation, we get:

Proposition B.10. (cf. [37, II.3.18]) As modules for Uζ(Gr),

Stpr` ∼= Zr((p
r`− 1)ρ) ∼= Z ′r((p

r`− 1)ρ).

Applying Proposition B.9, we immediately get:

Corollary B.11. Stpr` ∼= Qζ,r((p
r`− 1)ρ). It is injective and projective for Uζ(Gr).
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