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Problem 1. Let T : V →W be an invertible linear transformation.
Suppose f1, . . . , fm ∈ V are linearly independent. Consider any linear relation

c1T (f1) + . . .+ cmT (fm) = 0W
⇐⇒ T (c1f1 + . . . cmfm) = T (0V ) since T is linear
⇐⇒ c1f1 + . . . cmfm = 0V since T is invertible

Only the trivial relation exists between f1, . . . , fm, so c1 = . . . = cm = 0. This implies
T (f1), . . . , T (fm) ∈W are linearly independent.

Note that T−1 : W → V is also an isomorphism and T−1(T (f)) = f for any f ∈ V . We
can apply our result above to T−1 to prove the converse.

Problem 2. Let B be a basis of an n-dimensional linear space V . The coordinate trans-
formation LB : V → Rn is an isomorphism. Using the result of Problem 1, we can see that
f1, . . . , fm ∈ V are linearly independent if and only if [f1]B, . . . , [fm]B ∈ Rn are linearly
independent.

f = c1f1 + . . .+ cmfm
⇐⇒ LB(f) = LB(c1f1 + . . .+ cmfm)
⇐⇒ [f ]B = c1[f1]B + . . .+ cm[fm]B since LB is linear.

Therefore f ∈ Span(f1, . . . , fm) if and only if [f ]B ∈ Span([f1]B, . . . , [fm]B).

(a) Now what remains to be shown is that ker(T ) = Span(f1, . . . , fm) if and only ker([T ]B) =
Span([f1]B, . . . , [fm]B) or simply, f ∈ ker(T ) if and only if [f ]B ∈ ker([T ]B).

f ∈ ker(T )
⇐⇒ T (f) = 0V
⇐⇒ [T (f)]B = 0 since LB is an isomorphism
⇐⇒ [T ]B[f ]B = 0 using the characterizing equation of the B-matrix
⇐⇒ [f ]B ∈ ker([T ]B)
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(b) Similarly

g ∈ im(T )
⇐⇒ T (f) = g for some f ∈ V
⇐⇒ [T (f)]B = [g]B since LB is an isomorphism
⇐⇒ [T ]B[f ]B = [g]B using the characterizing equation of the B-matrix
⇐⇒ [g]B ∈ im([T ]B)

Section 4.3

Problem 59. De�ne T : P → P such that T (f(x)) =
x∫
0

f(t) dt. Since integration respects

linearity, you can verify that for all f, g ∈ P2 and a, b ∈ R, T (af + bg) = aT (f)+ bT (g) and
T is linear. Note that the constant term in T (f) must equal 0. If f 6= 0, then T (f) 6= 0; in
fact the degree of T (f) must be at least 1. For example, 1 /∈ im(T ). So ker(T ) = {0} but
im(T ) 6= P .

Problem 69. Let M such that mij = fj(ai). Then c ∈ ker(M) if and only if Mc = 0 if

and only if for each i,
n∑

j=1
mijcj = 0 that is

n∑
j=1

cjfj(ai) = 0.

This implies the polynomial f =
n∑

j=1
cjfj ∈ Pn−1 has n distinct roots a1, . . . , an. This

violates the Fundamental Theorem of Algebra, unless f = 0. As basis elements f1, . . . , fn

are linearly independent,
n∑

j=1
cjfj = 0 implies c1 = . . . = cn = 0, that is, c = 0. This shows

ker(M) = {0} and the n× n matrix M must be invertible.

Section 5.1

Problem 12.

‖v +w‖2 = (v +w) · (v +w)
= v · v + 2(v ·w) +w ·w
≤ ‖v‖2 + 2|v ·w|+ ‖w‖2
≤ ‖v‖2 + 2‖v‖‖w‖+ ‖w‖2 using Cauchy-Schwarz inequality

‖v +w‖ ≤ ‖v‖+ ‖w‖ taking the positive square root on both sides

Problem 22. Suppose x is orthogonal to each basis vector v1, . . . ,vm of V , that is, x ·vi =
0 for each i. Let v ∈ V . There exist scalars c1, . . . , cm such that v = c1v1 + . . . + cmvm.
Then x · v = x · (c1v1 + . . .+ cmvm) = c1(x · v1) + . . .+ cm(x · vm) = 0. x is orthogonal to
any v ∈ V , and hence to the subspace V .

The converse is obviously true since v1, . . . ,vm ∈ V .

Problem 23. Let v ∈ V . By de�nition of V ⊥, v · w = 0 for any w ∈ V ⊥. Therefore
v ∈ (V ⊥)⊥ and V ⊆ (V ⊥)⊥, which implies dim(V ) ≤ dim((V ⊥)⊥).

Using Theorem 5.1.8(c) twice, dim(V ) = n − dim(V ⊥) = dim((V ⊥)⊥). As V ⊆ (V ⊥)⊥

and dim(V ) = dim((V ⊥)⊥) ≤ n, we see that V = (V ⊥)⊥
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Problem 25.

(a) ‖kv‖ =
√
(kv) · (kv) =

√
k2(v · v) =

√
k2
√
v · v = |k|‖v‖.

(b) Since ‖v‖ 6= 0, let k =
1

‖v‖
in part (a). Then ‖u‖ = 1

‖v‖
‖v‖ = 1.


